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Spectral-transform formulation of IFS

Operational configuration of the Integrated Forecasting System at ECMWF

Current operational dynamical core configuration of the Integrated Forecasting System (IFS) at the ECMWF:

• hydrostatic primitive equations (nonhydrostatic option available; see Benard et al. 2014)

• hybrid ⌘ � p vertical coordinate (Simmons and Burridge, 1982)

• spherical harmonics representation in horizontal (Wedi et al., 2013)

• finite-element discretisation in vertical (Untch and Hortal, 2004)

• semi-implicit semi-Lagrangian (SISL) integration scheme (Temperton et al. 2001, Diamantakis 2014)

• cubic-octahedral (”TCo”) grid (Wedi, 2014, Malardel et al. 2016)

• HRES: TCo1279 (O1280) with �h ⇡ 9 km and 137 vertical levels

• ENS (1+50 perturbed members): TCo639 (O640) with �h ⇡ 18 km and 91 vertical levels

Schematic of spectral-transform method in IFS
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Schematic description of the spectral transform 
method in the ECMWF IFS model
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• IFS physics parametrizations for radiation,
sub-grid scale turbulence and surface
interaction, orographic/non-orographic drag,
moist convection, clouds and stratiform
precipitation, surface processes

• Fractional stepping within di↵erent
parametrizations (Beljaars 1991)

• Coupling of IFS physics parametrizations to
dynamical core using SLAVEPP
(Semi-Lagrangian Averaging of Physical
Parametrizations, Wedi 1999)
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• hydrostatic primitive equations (optionally 
nonhydrostatic fully compressible equations) in 
hybrid mass-based vertical coordinate

• spherical-harmonics representation in horizontal

• finite-element integral approximation in vertical

• two-time-level semi-implicit semi-Lagrangian 
integration scheme

• cubic-octahedral grid (“TCo“)

• coupling to IFS physics using SLAVEPP (Semi-
Lagrangian Averaging of Physical Parametrisations)

Y X
Z

Nodes of octadedral 
reduced Gaussian grid
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IFS dynamical core performance comparison: time-to-solution at 
3km for dry baroclinic instability test case with 10 tracer fields

3

(adapted from Michalakes et al, NGGPS AVEC report, 2015)

IFS

Operational need!
The higher the better

IFS

IFS is hydrostatic all other models are nonhydrostatic!



EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS October 29, 2014

Finite-Volume Module of IFS 

• deep-atmosphere nonhydrostatic fully compressible equations in height-based 
generalised vertical coordinate

• hybrid horizontally-unstructured finite-volume and vertically-structured finite-
difference/finite-volume discretisation framework

• two-time-level semi-implicit integration 

• nonoscillatory forward-in-time Eulerian advection based on MPDATA methods

• bespoke preconditioned nonsymmetric generalised conjugate residual iterative 
solvers
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see:
Smolarkiewicz et al. (2016,2017,2018)
Kühnlein and Smolarkiewicz (2017),
Kühnlein et al. (2018)
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Finite-Volume Module of IFS—key formulation features

• moist-precipitating, deep-atmosphere, nonhydrostatic, fully compressible equations (Smolarkiewicz,
Kühnlein, Grabowski 2017; Kühnlein et al. in prep.)

• flexible height-based terrain-following vertical coordinate

• hybrid of horizontally-unstructured median-dual finite-volume with vertically-structured
finite-di↵erence/finite-volume discretisation (Szmelter and Smolarkiewicz 2010; Smolarkiewicz et al. 2016)

• two-time-level semi-implicit integration scheme with 3D implicit acoustic, buoyant and rotational modes
(Smolarkiewicz, Kühnlein, Wedi 2014)

• finite-volume non-oscillatory forward-in-time (NFT) MPDATA scheme (Smolarkiewicz and Szmelter 2005;
Kühnlein and Smolarkiewicz 2017), directionally-split NFT advective transport (Kühnlein et al., in prep.)

• preconditioned generalised conjugate residual iterative solver for 3D elliptic problems arising in the
semi-implicit integration schemes (Smolarkiewicz and Szmelter 2011 for a more recent review)

• octahedral reduced Gaussian grid, but the IFS-FVM formulation not restricted to this (Szmelter and
Smolarkiewicz 2016)

• optional moving mesh capability (Kühnlein, Smolarkiewicz, Dörnbrack 2012)

• coupling of IFS physics parametrizations using Euler forward approach (see below)
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median-dual finite-volume approach
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A hybrid all-scale finite-volume module for global NWP

Piotr Smolarkiewicz, Willem Deconinck, Mats Hamrud, 
George Mozdzynski, Christian Kühnlein, Joanna Szmelter, Nils Wedi
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Finite-volume and spectral-transform dynamical core formulations of IFS
Main formulation features of IFS-ST and IFS-FVM

Summary of the main formulation features of IFS-FVM and IFS-ST:

Model aspect IFS-FVM IFS-ST IFS-ST (NH option)

Equation system fully compressible hydrostatic primitive fully compressible

Prognostic variables ⇢d ,u,v ,w ,✓0 ,rv ,rl ,rr ,ri ,rs ps ,u,v ,Tv ,qv ,ql ,qr ,qi ,qs ⇡s ,u,v ,d4,Tv ,qv ,ql ,qr ,qi ,qs
Horizontal coordinates �, � (lon-lat) �, � (lon-lat) �, � (lon-lat)

Vertical coordinate generalized height hybrid ⌘-pressure hybrid ⌘-pressure
Horizontal discretization unstructured finite-volume (FV) spectral-transform (ST) spectral-transform (ST)
Vertical discretization structured FD/FV structured FE structured FD/FE
Horizontal staggering co-located co-located co-located
Vertical staggering co-located co-located co-located/Lorenz

Horizontal grid octahedral Gaussian/arbitrary octahedral Gaussian octahedral Gaussian
Time-stepping scheme 2-TL SI 2-TL constant-coe�cient SI 2-TL constant-coe�cient SI

Advection conservative FV Eulerian non-conservative SL non-conservative SL
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IFS-FVM represents an alternative dynamical core formulation to spectral-transform IFS with:

• finite-volume discretisation operating on a compact stencil
• deep-atmosphere nonhydrostatic fully compressible equations in generalised height-based vertical coordinate
• fully conservative and monotone advective transport
• flexible horizontal and vertical meshes
• robustness wrt steep slopes of orography

-> but at the same time IFS-FVM can share important formulation features with the spectral-transform IFS
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Atlas infrastructure developments: a library for NWP and Climate
• Atlas (Deconinck et al, 2017) provides flexible data structures, grid/mesh generation capabilities  and mathematical 

operators for NWP and climate modelling software developments in a parallel HPC computing environment

• It has been recently developed and incorporated in IFS and has been the basis for new developments including a 
new dynamical core based on Finite Volume discretization

Open source
C++ or Fortran interface

It supports developments on:
structured grids 
unstructured hybrid meshes

Parallel mesh generation
Mesh to mesh interpolation
Mathematical operators (nabla etc) for Finite Volume and high order DG discretizations
Accelerator (GPU) capable

grid = atlas_Grid(“O1280”) ! Create O1280 octahedral Gaussian grid
meshgenerator = atlas_MeshGenerator(“structured”)
mesh = meshgenerator%generate(grid)   ! Generate mesh from grid
method = atlas_fvm_Method(mesh)       ! Setup finite volume method
nabla = atlas_Nabla(method)          ! Create FVM nabla operator

call nabla%gradient(scalarfield, gradientfield) ! Compute gradient

EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS 6
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Finite-Volume Module of IFS: Moist-precipitating nonhydrostatic fully 
compressible equations

Governing fully compressible equations in IFS-FVM

Building on (Smolarkiewicz, Kühnlein, Grabowski 2017), flux-form fully compressible equations with
moist-precipitating processes and IFS physics parametrizations (Kühnlein et al. in prep.):
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Finite-Volume Module of IFS: Semi-implicit integration 

8EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

Integration of the fully compressible equations in IFS-FVM

Generalized transport equation:
@G 

@t
+ r · (V ) = G

⇣
R + P 

⌘

NFT template integration scheme:

 n+1
i = Ai(e ,V

n+1/2, Gn, Gn+1, �t) + b �t R |n+1
i ⌘ b i + b �t R |n+1

i

where
e =  n + a �t R |n + �t P |n

and
P |n = P (tphys ,�tphys ) where �tphys = Ns�t and (Ns = 1, 2, 3, ..)

Prognostic variable  V G a b 

Dry density ⇢d vG G - -
Zonal physical velocity u vG⇢d G⇢d 0.5 0.5

Meridional physical velocity v vG⇢d G⇢d 0.5 0.5
Vertical physical velocity w vG⇢d G⇢d 0.5 0.5

Potential temperature perturbation ✓0 vG⇢d G⇢d 0.5 0.5
Water vapor mixing ratio rv vG⇢d G⇢d - -
Liquid water mixing ratio rl vG⇢d G⇢d - -
Rain water mixing ratio rr vG⇢d G⇢d - -

Ice mixing ratio ri vG⇢d G⇢d - -
Snow mixing ratio rs vG⇢d G⇢d - -

Cloud fraction ⇤a vG⇢d G⇢d - -
Exner pressure perturbation '0 vG⇢d G⇢d 0 1.0
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Finite-Volume Module of IFS: dry adiabatic dynamics 

9

near-surface

~ 500 hPa

day 15

Figure 6. Dry baroclinic instability at day 15: Kinetic energy spectra obtained with IFS-FVM and IFS-ST using the (O320,TCo319) grid.

The blue vertical line indicates the spatial scale corresponding to four times the nominal grid spacing of IFS-FVM with O320. The spectra

are shown on models levels near the surface and at ∼ 500 hPa.

3.2 Simulation results for moist-precipitating configuration with IFS cloud parametrization

Next we present results for the moist-precipitating baroclinic instability with coupling to the IFS cloud parametrization. Fig-

ure 7 shows the instantaneous large-scale precipitation rate at the surface 15 for the (O160,TCo159) and (O320,TCo319) grids

at day 10. For any of these grids, both model formulations show five rainbands with essentially identical phase, as emphasized

by the overlay with the 0.5 mm/h black contour line of the corresponding other model formulation. The elongated rainbands5

are associated with the lifting along sharp frontal zones. Precipitation amounts are overall similar but somewhat higher local

values exist for IFS-FVM particularly in the two easternmost rainbands when looking at the (O160,TCo159) grid. Figure 8

is analogous to Fig. 7 but for day 15. As can be expected, the spread between the different model formulations becomes

larger. However, there is still reasonably close agreement, especially for the higher-resolution grid (O320,TCo319) in the right

column of Fig. 8. Here, the location of the easternmost frontal zone and associated rainband agrees closely considering the10

late stage of the baroclinic instability evolution. Figure 9 supplements the precipitation plots with the corresponding pressure

field on day 15. In addition to to the standard configurations of IFS-FVM and IFS-ST where the physics parametrization is

evaluated every dynamics time step Ns = 1, Figure 9 also provides the IFS-FVM result with subcyling (middle panel) where

the parametrizations are evaluated every Ns = 3 semi-implicit time steps δt; see 2.3 for discussion of the physics-dynamics

coupling. Again, the pressure fields of all three simulations resemble each other closely, often even in the location and mag-15

nitude of smaller structures, while the modified physics-dynamics coupling frequency Ns = 3 to the cloud parametrization

seems to have only a small impact on the solution. Furthermore, none of the simulations shows significant grid imprinting

in the pressure fields, but the solution symmetry about the equator is broken in both IFS-FVM and IFS-ST as a result of the

incorporation of the cloud parametrization (in contrast to the dry results shown before in Fig. 5). The analysis of the sim-

15Here, the precipitation rate represents the liquid and rain (excluding ice and snow) sedimentation flux at the surface.

21

surface pressure (hPa) day 10 meridional wind (m/s) at 50N day 10

surface pressure 
(hPa) day 15

KE spectra
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Finite-Volume Module of IFS: moist-precipitating dynamics and coupling to 
IFS physical parametrisations
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• IFS-FVM with comprehensive moist-precipitating
dynamics and coupled to IFS cloud parametrisation
by means of a generic interface with optional  
subcycling (Kühnlein et al. 2018)

• Ongoing research couples IFS-FVM to full IFS 
physics parametrisation package

precipitation rate (mm/day)

KE spectra
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Finite-Volume Module of IFS: moist-precipitating dynamics and coupling to 
IFS physical parametrisations
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Results for IFS-FVM coupled to IFS cloud parametrisation

precipitation rate (mm/h)

Area-averaged precipitation rate

surface pressure  (hPa)
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Finite-Volume Module of IFS: computational efficiency

• IFS-FVM substantially improved in terms of 
computational efficiency (Kühnlein et al. 2018)

• improvement result of various developments, e.g. 
horizontal-vertical split advection scheme, 
preconditioning of elliptic solver, variable time step, 
coding implementation (cache, latency,…)

• IFS-FVM already faster then the nonhydrostatic 
spectral-transform IFS

• IFS-FVM still slower than the hydrostatic spectral-
transform IFS, but gradually getting closer 

• IFS-FVM is becoming competitive to current 
operational formulation while using local 
discretisation (and smaller time steps)

EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

instability benchmark problem of Section 3.1 but configured similar to the HRES—ECMWF’s highest-resolution deterministic

forecast model.

Figure 12 highlights runtimes of the three different dynamical core formulations. The HRES configuration at ECMWF is

currently based on the O1280/TCo1279 horizontal grid (corresponding to about 9 km grid spacing; see the right panel of

Fig. 2) with 137 vertical levels, and run in an equivalent computational setup using 350 nodes on ECMWF’s Cray XC405

supercomputer 16. Importantly, while IFS-ST used the constant time step of 450 s, IFS-FVM employed the variable time

stepping according to the maximum permitted advective Courant number—therefore, in order to obtain realistic numbers

for IFS-FVM, the timings were evaluated between day 10 and 15 in the fully nonlinear stage of the baroclinic instability

evolution. Figure 12 reveals the time-to-solution that can be achieved with IFS-FVM for this configuration is already smaller

(i.e. faster) than the nonhydrostatic IFS-ST, but still significantly larger (i.e. slower) than the corresponding hydrostatic IFS-ST10

formulation. These numbers merely represent snapshots at the current state of development of the nonhydrostatic formulations,

but highlights the potential of the numerical integration schemes applied in IFS-FVM to become competitive with state-of-the-

art operational global weather forecasting models. Further efficiency improvements of IFS-FVM are ongoing.

Figure 12. Elapsed time to run one day of the dry baroclinic instability benchmark as in the current HRES configuration at ECMWF, i.e. the

three different models (nonhydrostatic IFS-FVM, hydrostatic IFS-ST, nonhydrostatic IFS-ST) are set up for the O1280/TCo1279 horizontal

grid (corresponding to about 9 km grid spacing) with 137 stretched vertical levels, and employ 350 nodes of ECMWF’s Cray XC40.

4 Conclusions

This paper documented the semi-implicit NFT finite-volume integration of the fully compressible equations of IFS-FVM15

considering comprehensive moist-precipitating dynamics with coupling to the IFS cloud parametrization by means of a generic

16Each node on this supercomputer consists of 2×18 cores, which for the employed 350 nodes results in a total number of 12600 cores. A hybrid MPI-

OpenMP parallelization with 6 threads was used by all three dynamical cores.

26

O1280/TCo1279 and L137 dry dycore
on 350 nodes of ECMWF‘s Cray XC40
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Atlas application in IFS: tracer transport on multiple meshes (SL versus MPDATA Finite Volume scheme)

IFS-Atlas-SL O3 advection at 25km grid IFS-MPDATA O3 advection at 25km grid

IFS-SL O3 advection at 9km grid IFS-MPDATA O3 advection at 9km grid

• Model resolution of 
experiments 9km

• Atlas implementation 
of advection 
scheme(s)  can run on 
a separate mesh 
driven by IFS winds

• The Atlas mesh can 
have same or lower 
resolution but the 
forcing (winds) are at 
model res (9km) and 
interpolated if 
necessary

• Choice of SL or finite 
volume (mass 
conserving) MPDATA 
scheme 

• Currently only linear 
mesh-to-mesh 
interpolation available

T+7days total column ozone  forecast field
EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS 13



Energy efficient SCalable Algorithms for weather Prediction at Exascale

Disassemble global   Extract, redesign …         Optimize for energy …        Reassemble global
NWP model key components “Dwarfs”             efficiency on new hardware NWP model

ESCAPE project and NWP & Climate  Dwarfs 

Weather & Climate Dwarfs encapsulate basic 
algorithmic motifs by breaking down numerical 

weather prediction legacy codes into key functional 
components - in analogy to the Berkeley Dwarfs.

Weather & Climate Dwarfs are distinctly motivated 
by the requirement to maximise computing 

performance, energy consumption, as well as time-
and-cost-to-solution.

23%

13%

4%5%

55%
spectral transform
semi-Lagrangian
radiation
cloud microphysics (IFS, est.)

IFS dwarfs

Time share of different IFS components
as a percent of total run time 
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Can the spectral transform method overcome its efficiency limitations? GPU 
optimisations by NVIDIA
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