How can an improved model

yield higher RMSerrors?
S
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A 1-dimensional Kalman filter can reduce an overall bias
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A 2-dimensional Kalman filter can provide different
correctionsto different regimes
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After proper parameter settingthe RM SE reduced from 5.0 to
4.6 whilethe mean error stayed at 0.3, areduction by 2.3
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But why didn’ t the RM SE decrease much mor e?
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The full mathematical expression for
the RMS error (E;) of aj-day forecast
Issued on day | verified over N
gridpoints over aperiod of T days

N T

E, = ZZ(f., a,)

n=l t=1
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We make things easier for us by
considering the square of the RMSE

E’ =
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EJ’2 :%%ZN:ZT:“H _ai+j)2

n=1 t=1

The notation is further ssimplified by replacing the
2.swith an overbar symbolising all temporal and
spatial averages. We also skip all theindices.

E'= (f-a)
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The equation . -
ookstrivia, £ —(f-3)

but reveals its deeper implication
when considered in connection with
the apparently equally “trivial’”

(a+b)°=a’+b° +2ab
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Decomposing the RM SE

E e ( f — a) 2 Introduce c as the climate value of the verifying day

E2 — ( f —C+C— a)2 Reposition ¢ to form f-c and a-c

E°=((f —c)—(a—cC))* Ay (arby=a+s2ab

E°=(f -c)*+(a-c)°-2(f —c)(a—c)

Each of these three terms has its own story to tell
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The observed variability around the
climatological mean isexpressed by theterm
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Theforecast variability around the
climatological mean is measured by the term
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The correspondence between f-C and a-Cis
expressed by theterm
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Thisisthe only term in the RM SE decomposition

which isrelated to the predictive skill of the model
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The improvement of the model, as a ssmulation of
the atmospheric system, may therefore appear as

deterioration of the quality of the mode!!

Anincrease in forecast ...compensates the decrease of the
variability increases A RMSE due to improved forecasts

E°=(f —c)*+(a-c)*-2(f —c)(a—cC)

...t1o thelevel of the
observed variability A2
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The previous mathematics
can also be given a vector
algebraic presentation
wherea, f and ¢ represent
states in some phase space

Thelength of the vectors
represent A_ and A;, and the
differencef-ais proportional
tothe RM SE

a—_

With an underactive model
f-c will become somewhat c
shorter. Also f-awill decrease

and thusthe RM SE
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A close ingpection of the Kalman filtered
forecasts show that thefiltering hasreduced two
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Therange of the Kalman filtered values
IS about the same as the obser ved
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24 hour 2 m temperatureforecast for Kirunain Lapland
winter 2001-2002 - with observations and for ecasts swopped
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After Kalman filteringthe EMEAN isreduced to
zero and the RM SE Isreduced from 5.0t0 2.9
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For the” swopped” datathe“forecast” o
anomalies (f-c) have a wider range |
than the “ observed” anomalies (a-c)

A correction
leadsto a
RM SE
reduction
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Depending on If our model is

over or underestimating the

M- variability of the atmospheric
‘Q/ motions, an Improvement may

yield decreased or increased
values of the RMSE

But there is more to say about the RMSE equation
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When f=c the first and last terms disappear

E'=(f-c)+ (a—c)’—2(f —c)(a—c)

EE - (a—c)
S A
We take the square root....
) Which isthe error level for a
E Aa purely climatological statement
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When the forecasts start to lose skill and the RM SE start to
approach high error levels the last term disappears

E'=(f-¢)+ (a—c)" —2(f —c)(a—c)
EE—> A + A

E° > 2A

E—> AN2 e\ o, 4106 dove therror

level of apurely climatological statement
It iIsalso called The Error Saturation Level (ESL)
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Forecast error growth and saturation levels

Schematic diagram of error growth in meteorological forecasts
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Forecast error growth and saturation levels

Schematic diagram of error growth in meteorological forecasts
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Conflict of interest:

Model developers want a physically realistic model

with a natural range of variability reflecting all scales the
numerical resolution can resolve and describe. The RMSE
will approach the ESL.

Users of the models want to eliminate features which
may be realistic as such, but lack predictability beyond a

certain forecast range. The RM SE will approach alevel
much below the ESL.
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Should we abandon the RM SE
and replace It by a new #@*-score?

e RMSE isweéll established in all sciences and relates
well to general mathematics

* A new score will have difficulties to become accepted
(-”Y ou have changed the goal posts’)

* A new score might have its own artefacts and open up
for other, more subtle misinterpretations

e RMSE should be used in tandem with other statistical
measures like correlation, mean errors etc.
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