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Abstract— Wind speed forecasting has found economic significance as it can increase 
operational efficiency. In this regard, an accurate forecast of wind speed is crucial in the 
application of wind resources. This study is intended to incorporate independent and output 
variables as the input of support vector regression (SVR) to forecast wind speed of Zanjan 
and Ahvaz stations in Iran. The independent variables were minimum, maximum, and mean 
temperatures, relative humidity, precipitation, average visibility, and dew point 
temperature. The incorporation of independent and output variables were conducted with 
principal component analysis (PCA) and differential weighting scheme (DWS), 
respectively. DWS combined the forecasts of linear regression, SVR, and group method 
of data handling (GMDH) in which the SVR showed the best The forecast of DWS 
outperformed the other three mentioned models. The incorporation of DWS and PCA 
(DWS-PCA) improved the forecasts and the capability of DWS-PCA as a novel method 
was significant in terms of forecast stability. The novel method can be a robust approach 
for wind speed forecasting in some subjects such as renewable energy, and meteorological 
decisions. 
 
Key-words: wind speed forecasting, incorporation, differential weighting scheme, principal 
component analysis  
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1. Introduction 

Weather forecasting plays an essential role in our daily life as increasing losses 
are reported every day due to extreme weather events. Timely weather 
warnings such as high wind warning can protect many lives (Pan et al., 2021). 
Wind forecasting is an important issue in hydrological and meteorological 
decisions. Accurate wind speed forecasting is necessary for the stable function 
of wind turbines to generate wind power. Wind power can be effectively 
managed through wind speed monitoring. Furthermore, renewable and non-
polluting energy sources have recently found increasing popularity due to 
global warming effects. Wind energy can be one of the fundamental 
components of green energy sources. The appropriate operation of wind 
turbines and the optimal power generation can be achieved considering wind 
speed as an essential element. The difficulty in wind forecasting can be 
assigned to the periodic nature of wind speed (Jaseena and Kovoor, 2021) 
making the development of an accurate wind forecasting method a challenging 
task. Physical, statistical, and hybrid approaches can be exploited in wind speed 
forecasting. Physical models use mathematical concepts with historical data to 
forecast wind speed. The historical time series can help to forecast future data 
by statistical models. Hybrid models are composed of two or more forecasting 
models with their performance which can outperform single models (Jaseena 
and Kovoor, 2021). 

Wind speed was predicted with generalized regression neural network 
(GRNN) and multi-layer precipitation (MLP) in some regions of India, 
considering longitude, latitude, daily horizontal solar irradiance, relative 
humidity, air temperature, elevation, earth temperature, cooling degree-days, 
heating degree-days, and atmospheric pressure as the input variables. The 
accuracy of GRNN was higher than that of MLP (Kumar and Malik, 2016). 
Four artificial intelligence methods including artificial neural networks (ANN) 
with radial basis function, adaptive neuro-fuzzy inference system, ANN with a 
genetic algorithm, and ANN with particle swarm optimization (PSO) were used 
for wind speed forecasting. The minimum root mean square error (RMSE) was 
related to ANN-PSO for Tehran, Iran (Fazelpour et al., 2016). The multilayer 
feed-forward neural network (MLFFNN), support vector regression (SVR) 
with radial basis function, and adaptive neuro-fuzzy inference system (ANFIS) 
were employed to predict wind speed and direction in Bushehr. The input 
variables were temperature, pressure, local time, and relative humidity. ANFIS 
was optimized with the PSO method (ANFIS-PSO). The evaluation indices 
showed that the SVR model outperformed the MLFFNN and ANFIS-PSO 
models (Khosravi et al., 2018). Another study in association with wind speed 
prediction is a comparative analysis of ANN and chaotic time series 
forecasting. The results indicated that the neural network approaches 
outperformed the chaotic model (Jamil and Zeeshan, 2019). A multi-variate 
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long short-term memory (MV-LSTM) network was also proposed for short-
term forecasting of wind speed considering meteorological variables of 
temperature, humidity, and air pressure. The superiority of MV-LSTM to 
ARMA was proved for short-term forecasting of wind speed (Xie et al., 2021). 
In addition, hybrid models were also proposed to forecast wind speed. Two 
hybrid models consisting of neural network and neuro-fuzzy models combined 
with wavelet were introduced for monthly wind forecasting in Yazd (Iran) 
considering variables such as wind speed, maximum temperature, mean 
temperature, evaporation, and relative humidity. The results showed the high 
performance of the wavelet neural-fuzzy method (Afkhami et al., 2015). 

The decomposition-based hybrid deep BiDLSTM (Bidirectional Long 
Short Term Memory) models with skip connection were proposed by Jaseena 
and Kovoor (2021) which showed superior performance in terms of wind speed 
forecasting. The hybrid machine intelligence using variants of SVR (ε-SVR, LS-
SVR, ε-twin support vector regression (ε-TSVR), twin support vector regression 
(TSVR)) was employed for wind forecasting in four wind farm sites. The ε-TSVR 
outperformed the other models (Dhiman et al., 2019). Another hybrid model was 
based on data division and a deep learning network for efficient short-term wind 
speed prediction. This system could improve the accuracy of forecasts relative to 
the other conventional methods (Liu et al., 2021). Generally, the combined 
forecasting approaches outperform the single models and can be a good choice 
for wind speed forecasting. In the combination approaches, the information can 
be derived from the single models through a precise method with high forecasting 
performance in various fields. For instance, a multi-granularity heterogeneous 
combination method was employed for forecasting crude oil (Wang et al., 2020). 
Moreover, different combination methods such as mean, linear regression, 
nonlinear regression with machine learning algorithm were adopted to forecast 
day-ahead solar power (Dewangan et al., 2020), or different weight combination 
methods such as inverse variance method and simple weight average method were 
used for air quality forecasting (Song and Fu, 2020). Along with the combination 
of dependent variables (named as forecast combination), there is another method 
with emphasis on the combination of independent variables. The method with 
increased forecasting accuracy uses principal component analysis (PCA) as model 
inputs rather than original variables (UI-Saufie et al., 2011).   

The present study is thus aimed at the development of a novel approach for 
monthly wind speed forecasting. In this regard, an ensemble of independent and 
output variables was carried out with the PCA and the forecast combination 
method (DWS), respectively. The forecast combination method combined the 
results of linear regression, SVR, and group method of data handling (GMDH) 
models. The input of single models was meteorological variables such as 
temperature. 
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2. Material and Methods 

2.1. Case study 

Data observed at Ahvaz and Zanjan meteorological stations in Iran were used in 
this study. The studied provinces are Khuzestan and Zanjan (Fig 1.a) and the 
location of stations is shown in Figs. 1d and e. The studied period was from 2008 
to 2020 during which the selected calibration period was from 2008 to 2016. The 
monthly times series of wind speed are presented in Figs. 1b and f. The average 
wind speeds for the study period in Ahvaz and Zanjan stations are 8.12 and 11.8 
km/h, respectively. The climate of Ahvaz and Zanjan stations can be classified as 
arid and semi-arid based on the De Martonne's climate classification (De 
Martonne, 1925). To investigate the monthly temperature and precipitation 
variations, the embrothermic diagram of each station was drawn in Figs. 1c and g 
as reported by Emberger et al. (1963). In the embrothermic diagram of Ahvaz 
station, except for two months (November and December), the temperature was 
higher than the precipitation, suggesting the arid climate of Ahvaz. In Zanjan 
station, the points with higher precipitation compared to temperature were equal 
to those whose temperature was higher than the precipitation.   

The forecast combination approach is focused on the integration of 
competing forecasts considering the superiority of individual forecasts of the 
models (Wang et al., 2020).  Regarding the strong effect of forecast combination 
methods on forecasting issues, in this study, the incorporation of input or 
independent variables and output or dependent variables were conducted. PCA 
was used for input variables combination. To combine output variables or 
forecasted data from some models, DWS was also utilized using wind speed 
forecasting models such as linear regression (LR), GMDH, and SVR. The 
incorporation of PCA and DWS was finally conducted by SVR (PCA-DWS). Fig. 
2 shows the steps related to the performance of the novel method. 
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Fig. 1. Map of Iran (a), monthly time series of wind speed for Ahvaz (b) and Zanjan (f) stations 
during 2008–2020, embrothermic diagram of Ahvaz (c) and Zanjan (g) stations, location of 
Ahvaz (d) and Zanjan (e) stations in Khuzestan and Zanjan provinces. 
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Fig. 2. Different stages of the proposed method performance. 

 
 

2.2.  Principal component analysis (PCA) 

PCA can be defined as a linear combination of original variables and the weights 
assigned to the linear combination of the original variables also known as 
eigenvectors (Wang and Wang, 2015). In Fig. 2, all components were not used; 
only components with eigenvalues more than 1 were selected. The performance 
of PCA as a reduction method can be also described: M can be considered a t-
dimensional data set. The retained variance is maximal orthonormal onto principal 
axes of G1, G2,…, GN in the projected space. G1, G2,…, GN are obtained with n 
leading eigenvectors of sample covariance  
 
 𝑚𝑎𝑡𝑟𝑖𝑥𝐶 ൌ ቀଵ௅ቁ∑ ሺ𝑥௞௅௞ୀଵ − 𝑚ሻ்ሺ𝑥௞ − 𝑚ሻ  ,   (1) 

 
where m is the samples average and L is the samples number (Avci and Turkoglu, 
2009). 

PCA can discover and reduce the dimensionality of data by their clustering 
(Wang and Wang, 2015), and it can also identify and observe the source of 
variation (UI-Saufie et al., 2013). 

2.3. Support vector regression (SVR) 
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Relying on statistical learning or Vapnik-Chervonenkis theory, support vector 
machines (SVMs) have found applications in yet-to-be-seen data. The 
generalization of the classification problem can be regarded as a regression 
problem. In this case, the output of the model is a continuous value. Therefore, 
the performance of the regression model relies on continuous-valued multivariate 
function estimation. The classification problems can be solved by the convex 
optimization problems using SVMs (Vapnik, 1998). The optimization problem 
tries to find the maximum margin separation of the hyperplane. In SVM, the 
optimal hyperplane can be represented by support vectors. Generalization of SVM 
to SVR can be achieved by introducing the ε-insensitive region around the 
function also known as the ε-tube. The construction of SVR with the ε-insensitive 
loss function was proposed by Vapnik (1998). 

The form of a linear function f(x) can be written as  
 

 𝑓(𝑥) = ⟨𝜔, 𝑥⟩ + 𝑏, (2) 
 

where b is the bias. 
The problem could be considered a convex optimization problem. The 

optimization structure encompasses a regularization parameter, which affects the 
tradeoff between the approximation error and the weight vector norm. The 
optimization problem could be changed into a dual problem using Lagrange 
multipliers with a kernel function. Kernel functions have diverse types including 
linear, polynomial, Gaussian radial basis function (RBF), and sigmoid as 
presented (Acosta et al., 2022) in the following: 

 
 𝑘(𝑥௡, 𝑥) = 𝑥௡்𝑥 , (3) 
 
 𝑘(𝑥௡, 𝑥) = (𝛾𝑥௡்𝑥 + 𝑢)ௗ ,  (4)  
 
 𝑘(𝑥௡, 𝑥) = 𝑒𝑥𝑝( − ଵଶ௥మ ‖𝑥௡ − 𝑥‖ଶ = 𝑒𝑥𝑝( − 𝛾‖𝑥௡ − 𝑥‖ଶ) , (5) 
 
 𝑘(𝑥௡, 𝑥) = 𝑡𝑎𝑛ℎ( 𝛾𝑥௡்𝑥 + 𝑢),    (6) 
 

where d is the degree of the polynomial and r defines the width of kernel, 𝛾 = ଵଶ 𝑟ଶ𝑎𝑛𝑑𝑟 > 0. 

2.4. Group method of data handling (GMDH) 

The structure of GMDH consists of neurons that could be linked by the quadratic 
polynomial, giving rise to new neurons in the next layer. This model is aimed to 
minimize the squared of the differences between the forecasted and observed data: 
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 ∑ [𝑓መ(𝑥௜ଵெ௜ୀଵ , 𝑥௜ଶ, . . . , 𝑥௜௡) − 𝑦௜]ଶ → 𝑚𝑖𝑛
. 

 (7)
 
 

The complex discrete form of the Volterra functional series can be used to 
state all connections between the input and output data defined as the 
Kolmogorov-Gabor polynomial:  

 
 𝑦 = 𝑎଴ + ∑ 𝑎௜௡ଵ 𝑥௜ + ∑ ∑ 𝑎௜௝௡ଵ௡ଵ 𝑥௜𝑥௝ + ∑ ∑ ∑ 𝑎௜௝௞௡ଵ௡ଵ௡ଵ 𝑥௜𝑥௝𝑥௞ +

  (8) 
 
The coefficient of the polynomial can be found with the regression method 

which minimizes the difference between observed and estimated values (Razzaghi 
et al., 2021). 

2.5. Forecasts combination  

In the linear mode of the combination methods, the combination of forecasts can 
be calculated with the linear function of the contributing individual forecasts from 
individual models. The importance of individual models can be determined by 
assigning nonnegative and unbiased weights: 
 
 𝑦ො௞ = 𝑤ଵ𝑦ො௞(ଵ) + 𝑤ଶ𝑦ො௞(ଶ)+. . . +𝑤௡𝑦ො௞(௡) , (9)

 
 

 
where w is the weights of single models and n is the number of single models 
(Adhikari and Agrawal, 2014). 

The error-based methods (Armstrong, 2001), the least square regression 
(Frietas and Rodrigues, 2006), and the differential weighting scheme (DWS) of 
Newbold and Granger (1974) are among the forecast combination methods the 
differential weighting method is selected from in this study. The minimization of 
the combined forecast error variance is one of the approaches in the determination 
of the weights of forecast combinations. Newbold and Granger (1974) proposed 
five differential weighting schemes. Two of them have exhibited excellent 
performance (Winkler and Maridais, 1983) as presented in the following 
formulas: 

 
 𝑤௜ = (∑ (𝑒௦(௜)௧ିଵ௦ୀ௧ିజ )ଶ)ିଵ/∑ (∑ (𝑒௦(௝)௧ିଵ௦ୀ௧ିజ )ଶ)ିଵ,𝐷𝑊𝑆 − 𝐼௡௝ୀଵ  (10) 
 
 𝑤௜ ,௧ = 𝛽𝑤௜,௧ + (1 − 𝛽)[∑ (𝑒௦(௜)௧ିଵ௦ୀ௧ିజ )ଶ)ିଵ/∑ (∑ (𝑒௦(௝)௧ିଵ௦ୀ௧ିజ )ଶ)ିଵ௡௝ୀଵ ],𝐷𝑊𝑆 − 𝐼𝐼,(11)  
 
where n is the number of single models, t is the forecasted time period, wi,t-1 is the 
weight of the ith model using the data of preceding period, ν and β are constant 
parameters, where β is between 0 and 1, and et is the percentage forecast error 
(Winkler and Makridakis, 1983). 
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2.6. Evaluation metrics 

Two classes of metrics were used to evaluate the wind speed forecasting 
performance of the novel method (PCA-DWS). Metrics which investigate the 
accuracy of forecasts are listed in Table 1, where Oi and Fi ( i=1,…,N) are the 
observed and forecasted time series, respectively, while Omax and Omin are the 
maximum and minimum values of the observed time series. The following metric 
explores the stability of forecasting:  
 

 𝐷𝐼𝑆 = ඨ∑ (௘೔ି(∑ ೐೔೔ಿసభಿ ))మ೔ಿసభ ே  , (12) 

 
where ei is the difference between observed and forecasted data. 

 

 

 

 

 

Table 1. The evaluation metrics for investigation the accuracy of forecast. 
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Better forecasting performance can be obtained with lower values of RMSE, 
DIS, AMAPE, MAE, TIC, RRMSE, and NRMSE. The values of NSE close to 1 
indicate the perfect fit. The higher values of VAF are indicative of forecast 
improvement (Wang et al., 2021a; Luo et al., 2021; Temeng et al., 2020; Dhiman 
et al., 2019; Yang et al., 2020; Minaeian and Ahangari, 2013). 

In addition to the mentioned criteria, some improvement percentage 
indicators such as PRMSE were employed to compare the performance of 
different models.  PRMS is defined in as  

 
 𝑃𝑅𝑀𝑆𝐸 = ቚோெௌாభିோெௌாమோெௌாమ ቚ × 100% , (13) 
 

where RMSE1is the RMSE of the first model, RMSE2is the RMSE of the second 
model (Liu et al., 2021). 

3. Results 

Minimum, maximum, and mean temperatures, relative humidity, precipitation, 
average visibility, and dew point temperature were regarded as independent 
variables for monthly wind forecasting through linear regression, GMDH, and 
SVR models. Evaluation of the assimilation of forecast combination scheme and 
PCA was conducted from 2019 to 2020. The correlation coefficients of wind 
speed with the mentioned variables are listed in Table 2. According to Table 2, 
the maximum correlation coefficient of meteorological variables and wind speed 
in Zanjan and Ahvaz was that of mean temperature and relative humidity. The 
significant correlation coefficients in the Ahvaz station are mean, maximum, and 
minimum temperatures, relative humidity, and precipitation. In Zanjan station, 
these significant correlation coefficients include mean, maximum, and minimum 
temperatures, relative humidity, and dew point. 
 
 

Table 2. Correlation coefficients of meteorological variables and wind speed. 

meteorological variables stations 
Zanjan Ahvaz 

Mean temperature 0.427** 0.623** 
Maximum temperature 0.398** 0.597** 
Minimum temperature 0.425** 0.619** 
Relative humidity -0.459** -0.176* 
Precipitation -0.112   -0.386** 
Average visibility 0.034 -0.031 
Dew point temperature 0.338** 0.017 
*.   Correlation is significant at the 0.05 level (2-tailed)  
**. Correlation is significant at the 0.01 level (2-tailed)  
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Therefore, temperature and relative humidity can be regarded as effective 
variables on wind speed. The average correlation coefficient of temperature 
(maximum, minimum, and mean) with wind speed in Ahvaz is higher than in 
Zanjan. The first step of the developed method is to use linear regression,  
ε-SVR, and GMDH (regarded as single models) to model the relationship between 
meteorological variables and wind speed. The parameters of SVR and GMDH are 
listed in Table 3.  

 
 
Table 3. Parameters of single models for wind forecasting 

Model Name of parameter station 
Zanjan Ahvaz 

GMDH 

Maximum number of neurons in a 
layer 9 5 

Maximum number of layers 2 2 
Selection pressure    0.9    0.9 

SVR Kernel function Linear function Gaussian radial basis 
function 

Regularization parameter, C     0.25     0.25 
   

 
 

The sensitivity analysis is one of the most important steps in the modeling 
process. The MAE decreasing of SVR from sigmoid to linear kernel function 
(C=0.25) was 55.83% in Zanjan. The variation of maximum number of neurons 
per layer from 5 to 9 decreased MAE by 35.09% in Ahvaz. After sensitivity 
analysis of models, the wind forecasting performance of three models was 
investigated with some evolution metrics as shown in Fig. 3. 
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Fig. 3. Evaluation of the performance of three models, linear regression (Lin reg), SVR, 
and GMDH regarding to wind forecasting with some evaluation metrics in the two stations. 

 

 

 

Evaluation metrics in Fig. 3 are improved upon using SVR compared to the 
other models. In Ahvaz station, the RMSE, NRMSE, TIC, AMAPE, and MAE 
decrease from linear regression to SVR was 29.38%, 18.26%, 33.33%, 22.22%, 
and 30%, respectively. The amount of decline in the same parameters from 
GMDH to SVR was 18.18%, 8.33%, 2.22%, 27.58%, and 14.28%, respectively. 
The decrement in RMSE, NRMSE, TIC, AMAPE, and MAE from GMDH to 
SVR in Zanjan was 15%, 14.81%, 11.57%, 4.91%, and 20.21%, respectively. The 
average decrease in RMSE, NRMSE, TIC, AMAPE, and MAE in Ahvaz and 
Zanjan was 15.032% and 13.3%, respectively. The TIC decrement (average for 
two stations) from linear regression and GMDH to SVR was 32.69% and 14.87%, 
respectively, reflecting the better performance of SVR and GMDH relative to 
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linear regression. The AE values of the two stations related to SVR were positive, 
suggesting forecast overestimation. The obtained forecasts from three models 
were combined with two methods (DWS-I and DWSII), and the combined 
forecasts methods (DWS-I) were compared with the best model among the three 
models as illustrated in Fig. 4. 

 
 
 

 

 

Fig. 4. Evaluation metrics related to SVR and DWS-I performances in the two stations. 
 

 

 

DWS method outperformed the SVR, GMDH, and linear regression models, 
based on Fig. 4. The decrease in RMSE, NRMSE, and TIC from SVR to DWS 
was 6.45%, 7.14%, and 6.34% in Ahvaz and 6.95%, 4.34%, and 5.95% in Zanjan, 
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respectively. The RMSE, NRMSE, TIC, and DIS decrement (average of two 
stations) from SVR to DWS was 6.7%, 5.74%, 6.14%, and 4.91%, respectively. 
The average reduction in RMSE, NRMSE, TIC, DIS, AMAPE, and MAE from 
SVR to DWSI-I for Ahvaz and Zanjan was 6.02% and 3.78%, respectively. 
Moreover, the values of NSE showed an increase in the two stations. NSE 
decrease was 8.19% in Ahvaz. AE of DWS-I in Ahvaz and Zanjan was negative 
and positive, respectively, reflecting the underestimated and overestimated 
forecasts. DWS-II exhibited better performance relative to the single models, but 
the difference in the evaluation metrics of DWS-II and DWS-I was low, especially 
in Ahvaz station. For example, in Ahvaz, the RMSE of DWS-I and DWS-II was 
0.971 and 0.973, while its NRMSE was 0.059 and 0.06, respectively. Generally, 
DWS-I led to more acceptable results. The second combination of the developed 
method involved the combination of independent variables using PCA. The 
coefficients of each variable in the first component are displayed in Fig. 5. 

 
 
 
 

 

Fig. 5. The coefficients of meteorological variables in the first component of the two 
stations. 

 
 
 

PCA transforms some independent variables into different components by 
multiplying the coefficient of each variable to its corresponding variable. It must 
be said thatas a result of this study, DWS implies DWS-I. According to Fig. 5, the 
maximum coefficient of variables in the first component was related to 
temperature. It also well matches with the variables by high correlation coefficient 
of Table 2. Finally, the incorporation of independent and output variables was 
conducted using PCA and DWS with SVR. The comparison of DWS with the 
novel method is represented in Fig. 6. 
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Fig. 6. Comparison of combined and proposed methods with some evolution metrics (a), 
investigation of the forecast stability of two methods with DIS (b). A and Z indicate Ahvaz 
and Zanjan. 
 

 
 

Evaluation metrics of the proposed method in Fig. 6a suggests a better 
situation for the proposed method than for DWS. The RMSE, NRMSE, TIC, 
AMAPE, and MAE decrease from DWS to PCA-DWS was 9.27%, 7.69%, 
15.25%, 2.32%, and 7.69% for Ahvaz and 8.04%, 9.09%, 7.59%, 1.21%, and 
4.82% for Zanjan, respectively. The average decline of RMSE, NRMSE, TIC, 
AMAPE, and MAE was 8.44% and 6.15% for Ahvaz and Zanjan, respectively, 
showing a greater decline in calculated average values for Ahvaz than for Zanjan. 
The rise in VAF from DWS to the proposed method was 14.51% and 7.69% for 
Ahvaz and Zanjan, respectively. The value of VAF in Ahvaz was higher than in 
Zanjan. Also, the NRMSE of Ahvaz was lower than of Zajnan. The share of the 
pie diagram in Fig. 6b was decreased by the incorporation of independent and 
output variables. It indicates the more preservation of forecasts stability in the 
proposed method. DIS decrease from DWS to the proposed method in Ahvaz and 
Zanjan was 11.45% and 7.5%, respectively. Positive AE values were seen in the 
two stations using PCA-DWS, indicating the overestimation of the forecast. The 
variation of wind speed in the verification period is shown in Fig. 7. 

b 

a 
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Fig. 7. Observed and forecasted monthly wind speeds with different models in the 
verification period, 2019-2020, for the two stations. 

 

 

 

 

The average maximum wind speed during the two years of the verification 
period, 2019 and 2020, occurred in June in the observation data; this time was 
preserved with SVR, DWS, and PCA-DWS in Ahvaz. The minimum observed 
wind speed was in October, which was only preserved in the PCA-DWS method. 
The fitted R-square of the lines presents the maximum value for the PCA-DWS 
method. The increment in the R-square of the fitted lines from SVR and DWS to 
PCA-DWS method was 18.4% and 9.45% for Ahvaz and 44.8% and 16.6% for 
Zanjan, respectively. To compare the performance of the studied models (with 
regard to linear regression), PRMSE, PNRMSE, PTIC, and PNSE were calculated 
in Table 4.  
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Table 4. Some improvement percentage indicators for comparison of PCA-DWS with other 
models. 

Station Indicators SVR GMDH DWS-I PCA-DWS 

Ahvaz 
PRMSE 0.41 0.15 0.51 0.67 
PNRMSE 0.5 0.16 0.52 0.66 
PTIC 0.42 0.17 0.52 0.8 

Zanjan 
PRMSE 0.53 0.3 0.64 0.79 
PNRMSE 0.56 0.33 0.63 0.8 
PTIC 0.54 0.36 0.64 0.78 

 

 

 

The maximum and minimum values of improvement indicators were related to 
PCA-DWS and GMDH. The maximum value of indicators was for PTC and 
PNRMSE, while the minimum values of the indicator were seen for PRMSE. In the 
following, the performance of the proposed method for monthly wind speed 
forecasting was investigated one by one; the RRMSE values are presented in Fig. 8. 

 
 
 
 

 

Fig. 8. Performance of PCA-DWS in each month of the verification period for the two 
stations with RRMSE. 

 

 

 



72 

The minimum value of RRMSE in Fig. 8 for Ahvaz, Zanjan, and their 
average was in August, March, and March, respectively. The maximum value of 
RRMSE was in October and December. It can be said that the maximum value of 
RRMSE occurred in autumn. The maximum value of RRMSE in Ahvaz was lower 
than in Zanjan, whereas a similar minimum value of RRMSE was detected in the 
two stations. Adherence of average series from Zanjan series can be assigned to 
the high error in wind forecasting of Zanjan relative to Ahvaz. To investigate the 
performance of the novel method, another comparison was made related to the 
annual scale whose results are depicted in Fig.9. 

 
 
 

 
Fig. 9. Some evaluation metrics for PCA-DSW performance evaluation in annual scale. A 
and Z indicate Ahvaz and Zanjan. 
 

 

 

In Fig. 9 PCA-DWS led to better forecasts relative to SVR and DWS. The 
RMSE decrease from SVR to DWS and DWS to PCA-DWS was 13.25% and 
9.77% in Ahvaz and 9.74% and 19.42% in Zanjan, respectively. The NRMSE 
decline from SVR to DWS and DWS to PCA-DWS was respectively 11.76% and 
13.33% in Ahvaz and 11.11% and 20.88% in Zanjan. The increment in VAF from 
SVR to DWS and DWS to PCA-DWS was 14.06% and 12.32% in Ahvaz and 
13.33% and 35.29% in Zanjan, respectively. In Ahvaz, the VAF of PCA-DWS 
was lower than that of in Zanjan. VAF of each station in the annual series was 
higher than in the monthly series. The observed annual wind speed in the two 
stations in 2019 was greater than in 2020, which was preserved in the PCA-DWS 
method. 
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4. Discussion 

One approach for meteorological data forecasting is to model meteorological 
variables with the best correlation with each other. Afkhami et al. (2015); Kumar 
and Malik (2016), and Khosravi et al. (2018) employed meteorological data such 
as temperature to forecast wind speed. In this study, temperature and relative 
humidity showed the maximum significant correlation with wind speed. The 
effect of temperature on wind speed was also reported by Khakzad et al. (2017) 
and Wang et al. (2021b). Linear regression, the GMDH, and SVR were used to 
model the relation between correlated meteorological variables and wind speed. 
In each station, SVR outperformed GMDH and linear regression methods. The 
superiority of SVM to GMDH was reported in some studies such as the work of 
Khosravi et al. (2018) for wind speed and direction forecasting, Raza et al. (2020) 
for evapotranspiration estimation in four climatic regions, and Yaghoubi et al. 
(2019) for monthly forecasting of streamflow. Comparison of the performance of 
three models indicated that the NRMSE of SVR in Zanjan was greater than in 
Ahvaz, while the VAF of SVR in Ahvaz was larger than in Zanjan. Therefore, for 
increasing the accuracy of forecasts, the mentioned single models were combined 
using the DWS method. The forecasting performance of DWS was better than the 
forecasts of three individual models. The rise in VAF from SVR to DWS for 
Zanjan and Ahvaz was 34.48% and 10.71%, respectively. The combinational 
forecast is a function involving the sum of weight-assigned single forecast 
models. The contribution of the single models on the final forecast was 
determined considering their weights. Therefore, a proper function in the forecast 
combination process can derive the information of the single models to improve 
the accuracy of the results. The forecast combination methods reduced the 
forecasted errors and led to high accuracy (Adhikari and Agrawal, 2014; Wang et 
al., 2020; Dewangan et al., 2020). The evaluation metrics of DWS-I and DWS-II 
have shown low differences in many cases. For example, the NSE of Ahvaz for 
DWS-I and DWS-II was 0.66 and 0.662, respectively, whereas the NRMSE of 
Zanjan for DWS-I and DWS-II was 0.22 and 0.23, respectively. In general, 
however, DWS-I outperformed DWS-II. One of the reasons explaining the poor 
performance of DWS-II compared to DWS-I might be the presence of ν and β. 
Winkler and Makridakis (1983) recommended ν=12 and β=0.7. In this study, ν=12 
and β value was manually selected in the range of 0<β<1. The values of 
parameters can indeed affect the forecasting performance of the combinational 
methods. Restriction of the forecasting to the recent observation can be due to 
smaller values of ν. Smaller values of β guarantee assigning more weights to 
recent observations (Adhikari and Agrawal, 2014). Therefore, differences in 
weight allocation can affect the forecasts. Regarding the success of the DWS 
method for wind forecasting, a novel method was proposed to increase the 
accuracy of DWS by using PCA on independent variables. The accordance of 
PCA-DWS forecasts with observed wind speed was higher than that of DWS and 
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SVR. The rise in NSE from DWS to the novel method in Ahvaz and Zanjan 
stations was 9.09% and 37.39%, respectively. The use of PCA-DWS in Ahvaz led 
to lower NRMSE values compared to Zanjan. The values of VAF in Ahvaz was 
higher than in Zanjan. The excellent performance of DWS-PCA relative to other 
mentioned methods was verified with the R-square of the fitted lines and some 
improvement percentage indicators. In addition to the monthly time scale, the 
PCA-DWS exhibited a proper performance on the annual scale. The VAF of the 
annual scale in the two stations was higher than the VAF of the monthly scale.  

5. Conclusions 

Wind forecasting with an accurate model can be useful in renewable energy 
studies, climate sciences, and hydrology studies. To increase the accuracy of wind 
speed forecasting, the forecast performance of three single models (linear 
regression, SVR, and GMDH) were combined using the DWS method. DWS 
outperformed the three models. Another aspect in improving the accuracy of 
DWS forecasts is the incorporation of DWS and PCA that exhibited good 
performance on annual and monthly scales. Performance comparison of the two 
stations indicated the better performance of Ahvaz than the performance of 
Zanjan, which can be due to climate effects. Some issues can affect the wind 
forecasting performance of PCA-DWS: 1) Using power model as the single model 
and its accurate sensitivity analysis. One approach to improve the performance of 
single models is to determine the model parameters through optimization methods 
such as genetic algorithm (GA) or PSO. 2) Type of forecast combination method 
to find the exact weights of the single models for deriving their information. 3) 
Using the rotation option related to the components in PCA to combine 
independent variables. 4) Using an efficient model for the incorporation of PCA 
and DWS. The novel developed method in this study offered proper effectiveness, 
forecasting accuracy, and stability, further encouraging its application in monthly 
and annual wind speed forecasts.   
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