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Abstract  Microclimate has a substantial impact on plant composition, survival, and 
growth, as well as ecosystem processes. Although microclimatic conditions in 
anthropogenically fragmented ecosystems have received considerable scientific attention, 
they are understudied in naturally fragmented ecosystems, including forest-steppes. In 
addition, earlier investigations in these mosaics only measured microclimate parameters 
for a very short period (i.e., 24 hours on a single summer day). In the present study, the 
long-term microclimatic conditions were described in multiple habitat types, both woody 
and non-woody, in a sandy forest-steppe ecosystem in the Kiskunság, central Hungary. The 
aim of this study was to answer (1) how air humidity and temperature conditions differ 
among the studied habitats during the growing season and (2) which habitats are more 
stressed to vegetation growth regarding vapor pressure deficit (VPD). Wireless sensors 
recording air temperature and humidity values were used to monitor microclimatic 
parameters. VPD values were calculated based on the obtained air temperature and 
humidity, and two thresholds at 1.2 and 3.0 kPa were defined. To compare mean air 
temperature and humidity variables, as well as above-threshold VPD rate among habitat 
types, general linear models were used. Our results indicated that open grasslands were the 
warmest and driest habitats. Among woody habitats, south-facing edges had the harshest 
microclimatic conditions. The current work also found that small forest patches and larger 



2 

forest patches had similar air temperature and humidity variables. Regarding VPD, open 
grasslands were the most stressed for vegetation growth from May to October. During the 
summer season, forest patches had a small moderating effect at the limiting threshold of 
1.2 kPa VPD, but a stronger moderating effect at the 3.0 kPa threshold. With ongoing 
climate change, this role of forest patches is expected to become increasingly important in 
forest-steppes. Therefore, it is suggested that the remaining near-natural forest stands in 
sandy forest-grassland ecosystems should be prioritized for protection, and that scattered 
trees or groups of trees of native species should be established in extensive treeless 
grasslands.  

 

Key-words: air humidity, air temperature, climate change, drought, forest edges, forest-
steppes, grasslands, vapor pressure deficit (VPD).  
 
 

1. Introduction 

Globally, increasing temperature has been observed during the last few decades, 
and this trend is expected to continue in the 21st century (IPCC, 2018), potentially 
having severe consequences on the structure, composition, and function of plant 
communities (Suggitt et al., 2011; Bellard et al., 2012; Hofmeister et al., 2019; 
Aalto et al., 2022). This tendency is seriously threatening biodiversity as it may 
result in species and habitat loss (Kappelle et al., 1999; Araújo et al., 2011; 
Bellard et al., 2012; Erd s et al., 2018a). Climate change has been reported to 
have a major effect on vegetation dynamics globally (Bakkenes et al., 2002; 
Walther et al., 2002; Krishnaswamy et al., 2014; Zhan et al., 2022). Although 
responses of plant communities to climate change are hard to predict, ecosystems 
that are fragmented either by natural processes or artificially-induced factors 
could be especially sensitive (Kertész and Mika, 1999; Bartha et al., 2008; Travis 
et al., 2003; Erd s et al., 2018b). 

In the northern hemisphere, the most noticeable naturally fragmented 
ecosystems are forest-steppes, composed of woody and herbaceous patches 
(Erd s et al., 2018b). It is reasonable to assume that increasing temperature and 
decreasing precipitation considerably inhibit the growth of woody vegetation in 
these ecosystems (Erd s et al., 2022). A drying tendency has been observed, and 
is expected to become more serious in the future, in the Carpathian Basin, 
particularly in the Kiskunság (central Hungary) (Bartholy et al., 2007; 2014; 
Blanka et al., 2013), where forest-steppe forms the natural vegetation. The global 
drying tendency is additionally exacerbated by regional processes. For example, 
afforestation (especially with non-native evergreen trees) and the spontaneous 
spread of invasive species are further reducing water level in the Kiskunság 
(Tölgyesi et al., 2020). Indeed, the groundwater level is currently declining in the 
whole area (Biró et al., 2007; Szabó et al., 2022) resulting in the increasing 
mortality rate of mature oak trees in forest patches (Molnár, 2003; Molnár et al., 
2012). 
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Microclimate can be defined as the climate condition near the ground level 
at a small scale, ranging from centimeters to several hundred meters (Davies-
Colley et al., 2000; Zellweger et al., 2019; De Frenne et al., 2021). It is likely to 
regulate plant survival, growth, distribution, and interaction (Arnone et al., 2008; 
Dingman et al., 2013; De Frenne et al., 2021; Meeussen et al., 2021) and has a 
significant impact on ecosystem processes such as vegetation dynamics and 
nutrient cycles (Davies-Colley et al., 2000; Riutta et al., 2012; Schmidt et al., 
2019). Air temperature and relative air humidity are the most important 
microclimate components, which have a profound impact on vegetation under 
extreme environmental conditions (Sih et al., 2000; Erd s et al., 2014, 2018a; De 
Frenne et al., 2021). In addition, vapor pressure deficit (VPD), obtained from air 
temperature and humidity, has a noteworthy influence on how much water is 
necessary for plants to grow optimally ( ahin et al., 2013; Süle et al., 2020). The 
relationship between water and plant is extremely sensitive to environmental 
extremes (e.g., drought events or heat waves), resulting in an increase of VPD that 
hastens faster plant transpiration into the atmosphere (Reyer et al., 2013). Hence, 
VPD is considered an important limiting factor for plant survival, growth, and 
regeneration with ongoing climate change (Breshears et al., 2013; Will et al., 
2013; Williams et al., 2013).   

It is well known that vegetation has a significant effect on the climate conditions 
near the surface (Geiger et al., 2009). Previous works have indicated that 
microclimatic differences among various habitat types may become more 
pronounced under climate change, and that canopy cover plays an important role in 
buffering harsh environmental conditions (Suggitt et al., 2011; Ashcroft and Gollan, 
2012; Hardwick et al., 2015). According to De Frenne et al. (2013), microclimate, 
rather than macroclimate, may be a better predictor of how well canopy cover 
mitigates extreme temperature. This is especially relevant in ecosystems where tree-
dominated and grass-dominated habitats coexist under the same macroclimatic 
condition. Although microclimate measurements in anthropogenically fragmented 
ecosystems have received considerable scientific attention (Chen et al., 1993, 1995; 
Pohlman et al., 2009; Wright et al., 2010; Luskin and Potts, 2011; Magnago et al., 
2015; Schmidt et al., 2019), knowledge of microclimate variables in naturally 
fragmented vegetation types (e.g., forest-steppes) have received less attention in 
previous studies (but see Erd s et al., 2014; Süle et al., 2020).  

Forest-steppes are structured by the co-occurrence of differently sized forest 
and grassland patches of various types, connected by an intricate network of 
differently exposed edges (Erd s et al., 2018b). As a result of varying vegetation 
cover among the habitats in forest-steppes, microclimate can vary significantly even 
over short distances (Erd s et al., 2023). Vegetation-environment relations have 
been intensively studied recently, with special emphasis on soil moisture, air 
humidity, and air temperature patterns (e.g., Bátori et al., 2014; Erd s et al., 2014, 
2018a; Tölgyesi et al., 2018). However, earlier investigations measured microclimate 
parameters for only a very short period (typically 24 hours on a selected summer 
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day) in forest-steppes (Erd s et al., 2014, 2018a; Tölgyesi et al., 2018; Miloševi  et 
al., 2020). These short-term measurements may not be able to capture the most 
critical microclimatic conditions. To gain more informative microclimate 
background data, repeated measurements are needed throughout the vegetation 
period, from spring to autumn. Furthermore, earlier studies did not take into account 
the full variety of forest-grassland mosaics: some works disregarded the edge habitat 
(e.g., Tölgyesi et al. 2018; Miloševi  et al. 2020), while others restricted their 
attention to small forest patches and a single type of grassland (e.g., Erd s et al. 2014; 
Süle et al. 2020). Thus, measuring microclimate in a broader spectrum of near-
natural forest-steppe habitats is necessary to fill the above knowledge gap.  

The aim of this study was to describe the microclimate conditions of multiple 
habitat types throughout the vegetation period, in a sandy forest-steppe 
ecosystem. Our specific questions were the following: (1) How do air temperature 
and humidity differ among the studied habitats during the growing season from 
April to October? (2) Which habitats are more stressed to vegetation growth in 
terms of vapor pressure deficit? 

2. Materials and methods 

2.1. Study area 

The study was conducted in the Kiskunság Sand Ridge, a large plain between the 
Danube and Tisza rivers in central Hungary. For the study, an area near Fülöpháza 
(N 46° 51'; E 19° 25'), located in the center of the Sand Ridge, has been chosen 
(Fig. 1). This area is part of the Kiskunság National Park. The climate is 
subcontinental with a sub-Mediterranean influence, the mean annual temperature 
and precipitation are 10.5 ºC and 530 mm, respectively (Dövényi, 2010). The 
study site is made up of calcareous sand dunes that are covered by humus-poor 
sandy soils with low water retention capacity; however, humous sandy soils with 
slightly better moisture supply are found in forest patches (Várallyay, 1993).  

The natural vegetation of the area is a mosaic of forest and grassland patches 
(Fig. 2a, b). Forests are naturally fragmented, resulting in a variety of forest 
patches ranging in size from a few dozen square meters to ca. one hectare. Three 
differently sized forest groups were defined in this study: large forest patches  
(> 0.5 ha), medium forest patches (0.2–0.4 ha), and small forest patches (< 0.1 ha) 
(Fig. 2c-e). Forest stands (Junipero-Populetum albae) have a canopy cover of 
approximately 50-70% and are dominated by Populus alba trees, with a height of 
10–15 m. The shrub layer, with covers of 5–80% and heights of 1–5 m, is 
structured by Berberis vulgaris, Crataegus monogyna, Ligustrum vulgare, and 
Rhamnus catharticus. The herb layer is typically composed of Asparagus 
officinalis, Calamagrostis epigeios, Carex liparicarpos, Euphorbia cyparissias, 
and Poa angustifolia.  
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Edge is defined as the zone out of the outmost trunks of trees, below the 
canopy layer. The edges are commonly covered by shrubs (mainly Crataegus 
monogyna, Juniperus communis, and Ligustrum vulgare) and herbaceous species 
(primarily Calamagrostis epigeios, Cynoglossum officinale, Festuca vaginata, 
and Poa angustifolia). In this study, only north- and south-facing edges were 
considered (Fig. 2f, g) as they are expected to have significantly different 
environmental conditions (Stoutjesdijk and Barkman, 1992; Ries et al., 2004; 
Heithecker and Halpern, 2007). 

The most conspicuous grassland in the study area is open perennial grassland 
(Festucetum vaginatae), with a total vascular plant cover of ca. 50–70% (Fig. 2h). 
Festuca vaginata, Stipa borysthenica, and S. capillata are dominant species in this 
grassland type. Other common species include Alkanna tinctoria, Arenaria 
serpyllifolia, Centaurea arenaria, and Holosteum umbellatum.  

Open annual grasslands (Secali sylvestris-Brometum tectorum) are co-
dominated by Bromus tectorum and Secale sylvestre, having a cover of 
approximately 20–50% (Fig. 2i). Other typical species occurring in this grassland 
include Bromus squarrosus, Poa bulbosa, Polygonum arenarium, Syrenia cana, 
and Tragus racemosus. Detailed information about the vegetation of forests, 
edges, and grasslands in the Kiskunság Sand Ridge is provided in the previous 
study of Erd s et al. (2023).  

The names of vascular plant taxa are according to Király (2009), while plant 
community names follow Borhidi et al. (2012).  
 
 
 
 
 

 
Fig. 1. The location of the Fülöpháza area (orange dot) in the Kiskunság Sand Ridge (grey), 
central Hungary.  
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Fig. 2. (a) The model of forest-steppes, and (b) a mosaic of forests and grasslands at the 
Fülöpháza area. The following seven habitat types were included in this study: (c) large forest 
patch, (d) medium forest patch, (e) small forest patch, (f) north-facing forest edge, (g) south-
facing forest edge, (h) open perennial grassland, and (i) open annual grassland. 

 

 

 

 

 

2.2.  Data collection 

Microclimate measurements were carried out in the seven habitat types described 
above (i.e., large forest patches, medium forest patches, small forest patches, 
north-facing forest edges, south-facing forest edges, open perennial grasslands, 
and open annual grasslands). Three replicates for each habitat type were used. The 
air temperature (ºC) and relative air humidity (%) were measured once every 
month in all seven habitats from April to October 2022. They were measured 
synchronously 20 cm above the ground surface in the center of each habitat for 
24 hours (i.e., a day per month) using MCC USB-502 data loggers (Measurement 
Computing Corporation, Norton, MA, USA). The resolution of the sensors was 
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set to once every minute; therefore, each sensor yielded 1440 temperature and 
1440 humidity data records per day. The loggers were placed in naturally 
ventilated radiation shields in order to avoid direct solar radiation. The sampling 
occasions were selected under clear weather conditions, but the weather was 
cloudy during the second daytime periods of July and was rainy during the first 
couple of hours during September. 

2.3. Data analysis 

The following variables were computed from the obtained microclimate data: 
mean daily air temperature (MDAT), mean daytime air temperature (MDtAT), 
mean nighttime air temperature (MNtAT), mean daily relative air humidity 
(MDAH), mean daytime relative air humidity (MDtAH), and mean nighttime 
relative air humidity (MNtAH). Daytime was defined as the interval from 
7:01 a.m. to 7:00 p.m., while nighttime was the interval from 7:01 p.m. to 7:00 
a.m. (see Bátori et al., 2014; Erd s et al., 2014, 2018a). These variables were 
calculated for each replicate. 

Vapor pressure deficit was selected as the meaningful limiting factor for 
plant growth and productivity (McDowell et al., 2008; Yuan et al., 2019; Süle et 
al., 2020). Vascular plants may be stressed if VPD values exceed a certain 
threshold (Novick et al., 2016; Shamshiri et al., 2018; Süle et al., 2020). This 
factor (VPD, Pa) was calculated from the air temperature (t, oC) and relative air 
humidity (H, %) according to Bolton (1980): 

 
VPD = (100 H) × 6.112 × eˆ(17.67 × t/(t + 234.5)). 

 
In this study, the exceedance rate was analyzed, which is the percentage of 

VPD values above an appropriate threshold (1.2 or 3.0 kPa) over a 24-hour period. 
This approach can help us better understand the microclimatic conditions that 
affect vegetation growth (Süle et al., 2020). The limiting threshold for the stress 
effect was set at 1.2 kPa, as suggested by many previous studies (Novick et al., 
2016; Shamshiri et al., 2018; Süle et al., 2020), whereas 3 kPa threshold had a 
stronger inhibitory effect on plant growth and photosynthesis (Shirke and Pathre, 
2004; Shibuya et al., 2018; Süle et al., 2020). A VPD duration curve (DC) was 
constructed using 1440 VPD values that were averaged over three replicates 
collected over the period of 24 hours for each habitat per month. This method is 
similar to the flow duration curve in hydrology and is thoroughly described by 
Süle et al. (2020). In addition, the DC for each replicate was also calculated. Based 
on this DC, the exceedance rate was calculated per replicate, which was then used 
for statistical analysis. 

The variables related to mean daily air temperature, mean daytime air 
temperature, mean nighttime air temperature, mean daily relative air humidity 
(MDAH), mean daytime relative air humidity, and mean nighttime relative air 
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humidity, as well as exceedance rate were analyzed using general linear models. 
The fixed factor was the habitat. The “glm” function in R version 4.1.2 was used 
to build the models with Gaussian family (R Core Team, 2021). The assumptions 
of the models were checked by visual assessment of diagnostic plots. The general 
linear models were then tested using analysis of variance (ANOVA) with the 
“Anova” function in the car package (Fox and Weisberg, 2019). If the model had 
a significant proportion of variability, all pairwise comparisons of the fixed factor 
levels were performed using the “emmeans” function in the emmeans package in 
R (Lenth, 2022). The p-values were adjusted with the false discovery rate (FDR) 
method.  

3. Results 

3.1. Air temperature patterns 

The general 24-hour patterns of air temperature were somewhat similar in all 
habitats in each month, with a peak around or slightly after noon and a bottom 
during nighttime (Fig. 3). The temperature did not differ largely among habitats 
in April (Fig. 3a), whereas there were larger differences between open grasslands 
and forests during 24 hours for the other months (Fig. 3b-g). A distinct tendency 
between differently oriented edges was found. South-facing edges had similar 
patterns to the grasslands during the daytime, but they were closer to the forests 
at nighttime. North-facing edges resembled forests during the whole day. A 
similar pattern was observed for the seven-month average (Fig. 3h). Temperatures 
among habitats did not vary largely in the last couple of hours of the July 
measurement, when the weather was cloudy (Fig. 3d), while they fluctuated 
considerably in the first few hours of the September measurement, when the 
weather was rainy (Fig. 3f). 
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Fig. 3. Air temperature values for the various habitat types over a 24-hour period. The values 
for each minute are averaged over three replicates. The air temperature values were measured 
for the following months: (a) April, (b) May, (c) June, (d) July, (e) August, (f) September, (g) 
October, and (h) seven-month average. LF: large forest patches; MF: medium forest patches; 
SF: small forest patches; NE: north-facing forest edges; SE: south-facing forest edges; OP: 
open perennial grasslands; OA: open annual grasslands. 

 

 

 
The mean daily air temperatures were very similar among the habitats in 

most measured months, but the daytime and nighttime values were significantly 
different among the habitats in each month (Fig. 4a-g). The diurnal range values 
were remarkably large in all habitats, but the largest values were observed in open 
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perennial and open annual grasslands. The mean daytime air temperature was the 
highest in south-facing edges and open grasslands, while the mean nighttime air 
temperature was the lowest in the open grasslands. For the seven-month averaged 
values, there was an increasing trend of daytime air temperatures along the 
vegetation gradient, while the opposite trend was seen for the nighttime air 
temperatures (Fig. 4h).  

 
 
 

 
Fig. 4. Mean daily, daytime, and nighttime air temperature values of the habitat types (mean ± 
standard deviation). The values are averaged over three replicates (large dots). The mean air 
temperature values were measured for the following months: (a) April, (b) May, (c) June, (d) 
July, (e) August, (f) September, (g) October, and (h) seven-month average. Habitat type 
abbreviations are according to the caption of Fig. 3. Different letters indicate significant 
differences among habitats. MDAT: mean daily air temperature; MDtAT: mean daytime air 
temperature; MNtAT: mean nighttime air temperature. 

 

 

 

3.2.  Relative air humidity patterns 

The 24-hour patterns of relative air humidity showed the opposite trend compared 
to air temperature (Fig. 5). In April, the values of relative air humidity measured 
at the same time were quite similar among habitats, although south-facing edges 
seemed to have somewhat lower relative air humidity than the other habitats at 
nighttime (Fig. 5a). From May to October, the driest habitats were south-facing 
edges, open perennial grasslands, and open annual grasslands during the daytime 
(Fig. 5b-g). However, open perennial grasslands (and sometimes north-facing 
edges) were the most humid during the nighttime. This pattern repeated itself for 
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the seven-month mean (Fig. 5h). The values of air humidity remained high during 
the second daytime period of July (Fig. 5d), whereas humidity fluctuated 
significantly in the first couple of hours of April and September (Fig. 5a, f). 
 
 
 
 

 
Fig. 5. Relative air humidity values for the various habitat types over a 24-hour period. The 
values for each minute are averaged over three replicates. The relative air humidity values were 
measured for the following months: (a) April, (b) May, (c) June, (d) July, (e) August, (f) 
September, (g) October, and (h) seven-month average. Habitat type abbreviations are according 
to the caption of Fig. 3. 
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The present study showed that, with the exception of May, mean daily air 
humidity did not differ significantly among habitats (Fig. 6). A similar pattern 
was also revealed for the mean nighttime air humidity values, but a peak was 
shown at open perennial grasslands in June and July (Fig. 6c, d). Regarding mean 
daytime air humidity, open grasslands were the driest habitats in most months, 
followed by south-facing edges (Fig. 6a-g). For the seven-month averaged values, 
both open grassland types had the lowest daytime air humidity, while open 
perennial grasslands had the highest air humidity at night (Fig. 6h). Rain 
generated a very similar but more pronounced jittering in the air humidity data as 
in the air temperature. 

 
 

 
Fig. 6. Mean daily, daytime, and nighttime air humidity values of the habitat types (mean ± 
standard deviation). The values are averaged over three replicates (large dots). The mean air 
humidity values were measured for the following months: (a) April, (b) May, (c) June, (d) July, 
(e) August, (f) September, (g) October, and (h) seven-month average. Habitat type 
abbreviations are according to the caption of Fig 3. Different letters indicate significant 
differences among habitats. MDAH: mean daily air humidity; MDtAH: mean daytime air 
humidity; MNtAH: mean nighttime air humidity. 

 
 

3.3. The patterns of vapor pressure deficit (VPD) 

The VPD values calculated over 24 hours for each month and the seven-month 
average were quite high around noon but quite low during the nighttime (Fig. 7a-h). 
During the daytime, the VPD values of the woody habitats (i.e., forests and edges) 
were consistently lower than those of open grasslands, with the exception of April. 
Interestingly, the south-facing edges had higher VPD values than other woody 
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habitats and had a similar trend to grasslands, while north-facing edges seemed 
similar to forest interiors. The VPD values were extremely high in the summer 
season (from June to August), especially in July and August. There were no large 
differences among habitats at nighttime. A prominent effect of rain and cloudy 
sky on air temperature and relative air humidity was observed in July and 
September, which also affected the 24-hour patterns of VPD (Fig. 7d, f).    
 
 

 
Fig. 7. VPD values for the various habitat types over a 24-hour period. The values for each 
minute are averaged over three replicates. The VPD values were measured for the following 
months: (a) April, (b) May, (c) June, (d) July, (e) August, (f) September, (g) October, and (h) 
seven-month average. Habitat type abbreviations are according to the caption of Fig. 3. 



14 

Based on the VPD duration curves (Fig. 8), it was found that VPD values 
exceeded the 1.2 kPa stress threshold for all habitats from May to August. In 
October, south-facing edges and open grasslands had VPD values higher than 
1.2 kPa, but with a low exceedance rate from 4.64% to 23.3%. In terms of the 
3 kPa threshold, the summer season seemed critical, with open grasslands and 
south-facing edges having higher exceedance rates than other habitats. For the 
seven-month average VPD values, the exceedance rate for 1.2 kPa varied between 
39.3 and 46.0% in the studied habitats, while the exceedance rate for 3 kPa was 
less than 1%, with open annual grasslands having the highest value (Fig. 8h).  

 

 

Fig. 8. VPD duration curves for habitat types from a 24-hour measurement period each month: 
(a) April, (b) May, (c) June, (d) July, (e) August, (f) September, (g) October, and (h) seven-
month average. The VPD values for each minute are averaged over three replicates. The orange 
dashed line indicates the 1.2 kPa physiological threshold; the black dashed line indicates the 
3.0 kPa threshold, above which the exceedance rates significantly diversified. Habitat type 
abbreviations are according to the caption of Fig. 3.  
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Exceedance rate was significantly different among habitats from May to 
October, except for July and September (Fig. 9). The study revealed that the 
exceedance rate was very low in April and September (Fig. 9a, f). In May, the 
most stressed habitats were open grasslands at a 1.2 kPa physiological threshold 
(Fig. 9b). For June, open grasslands were the most stressed, followed by south-
facing edges at a 3 kPa limiting threshold (Fig. 9c). Interestingly, all habitats were 
very stressed and were thus not significantly different among habitats in July at 
both limiting thresholds (Fig. 9d), while open grasslands were the harshest 
habitats in August at the 3 kPa threshold and in October at 1.2 kPa threshold, 
respectively (Fig. 9e, g). Regarding the averaged values for seven months, open 
grasslands were the most stressed to plant growth, followed by south-facing edges 
only at the 1.2 kPa threshold (Fig. 9h). 
 
 
 
 
 
 
 

 
Fig. 9. Exceedance rate (%) for VPD values above 1.2 kPa and above 3.0 kPa (mean ± standard 
deviation). The values are averaged over three replicates (large dots). Habitat type abbreviations 
are according to the caption of Fig. 3. Different letters indicate significant differences among 
habitats. Exceedance rate for each month: (a) April, (b) May, (c) June, (d) July, (e) August, (f) 
September, (g) October, and (h) seven-month average. Due to the 5% lower mean exceedance 
rate and data with many zeros, statistical analysis was not applied for the exceedance rate above 
1.2 kPa in April and September, and it was not used for the exceedance rate above 3 kPa in 
April, May, September, October, and seven-month average.  
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4. Discussion 

4.1. Microclimate differences among the habitats  

An earlier study revealed a gradient in species composition from large forest 
patches through smaller-sized forest patches and edges to grasslands (Erd s et al., 
2023). The compositional differences among the habitats were thought to be 
associated with differences in microclimate. The current study demonstrated that 
forests indeed have a strongly different microclimate than grasslands (compared 
to grasslands, forests are cooler during the daytime and warmer during the 
nighttime, and more humid during the daytime). Similar findings were reported 
by von Arx et al. (2012). In this study, especially for temperature, south-facing 
edges tended to be more similar to grasslands, while north-facing edges tended to 
be more similar to forests. 

The present work confirmed that the harshest conditions were found at the 
end of the vegetation gradient during the growing season (Fig. 2a). Open 
grasslands were the hottest and driest at daytime, but the coolest at nighttime, 
resulting in the largest diurnal range in these habitats. This result is in line with 
the previous study of Erd s et al. (2014), who measured the microclimate of 
forest-grassland mosaics in central Hungary for a short period (only 24 hours on 
a single summer day). Similar results have been reported from grasslands of other 
biogeographical regions (Davies-Colley et al., 2000; Wright et al., 2010; Peng et 
al., 2012; Bogyó et al., 2015).  

The importance of forests in reducing environmental extremes under semi-
arid conditions of the Kiskunság Sand Ridge was shown in the present study. It is 
reasonable to assume that the revealed microclimatic patterns are caused by the 
different vegetation, most notably the differences in vegetation cover, especially 
canopy cover (Chen et al., 1995). Trees play an essential role in driving the below-
canopy microclimate: they reduce temperature variation under the canopy, as they 
absorb and reflect the solar radiation, they have a cooling effect near the soil 
surface during the daytime, and release longwave radiation during the nighttime 
(Magnago et al., 2015; Greiser et al., 2018; Aalto et al., 2022). De Frenne et al. 
(2019) found that forest patches were 4.1 ºC cooler than open-habitat patches on 
a global scale. Similarly, canopy sites have been shown to have significantly 
lower maximum temperatures than non-canopy ones under sunny conditions, 
differences being around 5.2 ºC in Africa (Aalto et al., 2022), and around  
3.0–5.1 ºC in Europe (Morecroft et al., 1998; von Arx et al., 2012; 2013; Miloševi  
et al., 2020). On the other hand, minimum temperatures in forest patches are on 
average 1 ºC higher than in open-field conditions at night (De Frenne et al., 2021). 

Woody habitats (forests and edges) were more humid than open grasslands 
at daytime, and daytime air humidity, therefore, exhibited patterns opposite to that 
of the air temperature. Similar results were reported, among others, from the 
western United States (Ma et al., 2010), Switzerland (von Arx et al., 2012), 
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Hungary (Tölgyesi et al., 2020), and the United Kingdom (Morecroft et al., 1998). 
In the current study, there was no statistically significant difference in nighttime 
air humidity among the studied habitat types, which is similar to that reported 
from poplar, black locust, and pine forests as compared to adjacent grasslands 
(Tölgyesi et al., 2020). Indeed, the significant differences in microclimate 
variables among habitat types occurred only between May and October, when the 
foliage of the dominant tree (Populus alba) reappears with a high canopy cover 
of about 50–70%, while microclimate was almost similar among habitats in April, 
because the foliage has not yet appeared at that time (Caudullo and de Rigo, 2016). 
Therefore, canopy cover may be considered the most central factor in creating 
strong microclimatic differences during daytime (Godefroid et al., 2006). 

Small forest patches are usually expected to be warmer and drier than larger 
forest patches, but the present study found that temperature and humidity values did 
not differ significantly between differently sized forest patches. Several studies 
generally state that small forests are largely affected by edge influence and are, in 
practice, very similar to edges, whereas only larger forest patches with core areas are 
buffered from environmental harshness (Hofmeister et al., 2019; Erd s et al., 2020; 
2023). In the present study, the importance of maintaining tree cover (even in small 
forest patches or groves) in regulating the microclimate condition under semi-arid 
conditions was highlighted. Aalto et al. (2022) stated that trees outside forests (e.g., 
trees on farmlands, trees in cities, or small tree groups not defined as forests) have 
the potential in reducing climate change and regulating local and regional 
temperatures. Although forest fragmentation may reduce the forest’s ability to 
mitigate climate change (Ewers and Banks-Leite, 2013), small forest patches can still 
regulate the environmental extremes (Mildrexler et al., 2011; Miloševi  et al., 2020), 
which is in good agreement with the present results. One possible explanation is that 
the tree/shrub canopy in all forest patches of this study is primarily composed of 
broadleaved trees and shrubs with a high canopy cover, creating shade and 
effectively reducing solar radiation reaching the ground. Microclimate conditions, 
therefore, were largely similar among differently sized forest patches. 

One of the most interesting findings was that the mean daytime temperature 
of south-facing edges was very close to grasslands, while their nighttime values 
bear a resemblance to forests. This implied that the canopy of south-facing edges 
showed more resistance to cooling during nighttime than to heating during 
daytime. On the other hand, microclimate conditions of north-facing edges were 
similar to the forest interiors both daytime and nighttime. Similar results for the 
large temperature differences between north-facing and south-facing edges were 
reported in oak-chestnut forests and in Douglas-fir forests in the United States 
(Matlack et al., 1993; Chen et al., 1993). A potential reason for this phenomenon 
is that southern forest edges tend to receive more direct sunlight and solar 
radiation in daytime compared to north-facing edges (Stoutjesdijk and Barkman, 
1992; Heithecker and Halpern, 2007; Bennie et al., 2008). Another possibility is 
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that south-facing edges have lower tree density and/or canopy closure than north-
facing edges (Hofmeister et al., 2019).  

4.2. VPD, an important limiting factor affecting plant growth   

Although vapor pressure deficit is inferred from air temperature and relative air 
humidity, it is regarded as an important environmental factor affecting the 
photosynthetic process, since it provides information about how water loss 
influences the stomatal openness or closure, which is related to CO2 uptake 
(Stewart and Dwyer, 1983; Young and Mitchell, 1994; Bunce, 1997; Novick et al., 
2016; Shamshiri et al., 2018). The present results indicated that the VPD values 
were high during daytime and low during nighttime, showing that high 
transpiration rate and water stress occur during daytime, when the plants carry out 
photosynthesis (Jackson and Volk, 1970). 

During the growing season, high VPD values were revealed in the summer 
months (between June and August), due to the high temperature in this season. 
For example, a temperature rising from 30 to 33 °C increased VPD from 1.75 to 
2.54 kPa (Will et al., 2013). Increased VPD is likely to exacerbate physiological 
stress on vegetation, leading to increased water loss or decreased carbon uptake, 
which influences the survival and growth of plant species (Van Heerwaarden and 
Teuling, 2014; McDowell et al., 2008). Yuan et al. (2019) reported increased VPD 
being part of the drivers of a decrease in global-scale plant growth, particularly an 
increase in drought-related forest mortality. A study in western US forests showed 
that high VPD significantly decreases Douglas fir growth (Restaino et al., 2016). 
Another study in the forest–grassland ecotone in the US also highlighted that 
increased VPD hastened greater transpiration and faster mortality of tree seedlings 
(Will et al., 2013).  

The present results showed that the VPD values were significantly lower 
within woody habitats than in the open grasslands at daytime, indicating that 
grasslands were the most stressed for plant growth and productivity. These results 
are in good agreement with an earlier study in central Hungary, which concluded 
that the VPD values of small groves were lower than those of open areas (Süle et 
al., 2020). According to a study conducted in the northwestern United States 
(Davis et al., 2019), the forest canopy can buffer vapor pressure deficit: VPD was 
found to be 1.1 kPa lower in habitats with canopy than in those without canopy. 
Similarly, the long-term mean moderating capacity of the forest canopy for VPD 
in Switzerland was reported to be up to 0.52 kPa (von Arx et al., 2013).  

This study indicated that south-facing edges had higher VPD values than north-
facing ones during daytime, despite the fact that both are transition zones. This may 
be explained by the heat-reflective properties of the sunny side (Süle et al., 2020). 
Together with air temperature and humidity, it is highlighted that south-facing edges 
have more unfavorable environmental conditions in comparison to north-facing 
edges, which may result in reduced diversity (Erd s et al., 2013; 2018a; 2023).  



19 

Instead of extreme values (e.g., maximum and minimum values) that occur 
in a short period, the duration curve can help us to better understand the spatio-
temporal VPD pattern (Süle et al., 2020). In terms of the 1.2 kPa stress limiting 
threshold, exceedance rates of over 30% were observed in all habitats from May 
to August, indicating that each habitat type is strongly stressed during this period. 
In autumn, the studied habitats did not differ significantly from each other due to 
the cloudy and rainy weather conditions in September, but the exceedance rate 
was the highest in open grasslands in October, from 15.2 to 23.2%. Several studies 
have reported that for both temperature and VPD, differences between woody and 
non-woody habitats were larger on sunny days than on cloudy days (Chen et al., 
1993; Davies-Colley et al., 2000). As there is little heating of soil and air on 
cloudy days (Urban et al., 2012), the difference between woody and non-woody 
habitats was small or non-existent in September. 

When considering the limiting threshold of 1.2 kPa only, the role of forest 
patches may be ignored in the extremely dry period, from June to August, as the 
exceedance rate was similar among habitats. However, a stronger moderating 
effect of the forests was clearly observed when choosing 3.0 kPa as the threshold 
value for the exceedance rate, which is in line with Süle et al. (2020). Therefore, 
the present study highlights the central role of forest patches in buffering vapor 
pressure deficit under severe conditions (Davis et al., 2019). 

4.3.  Implications for conservation and management 

It is well known that forests have a buffering function to regulate climate extremes 
(Breshears et al., 1998; von Arx et al., 2013; Davis et al., 2019). The current study 
highlighted that even the smallest forest patches (<0.1 ha) had an important 
function in mitigating macroclimatic harshness. Therefore, woody habitats may 
become refuges for plant species that require cooler temperature and/or higher 
humidity. With ongoing climate change, the role of forest patches, groves, or even 
scattered trees is expected to become increasingly important (Manning et al., 
2009; Erd s et al., 2018a; Süle et al., 2020). In addition, forest patches in forest-
grassland mosaics host a specific flora and fauna and also have considerable 
carbon sequestration capacity (Foit et al., 2016; Erd s et al., 2018b; Ónodi et al., 
2021; Süle et al., 2021; Tölgyesi et al., 2022). Thus, the remaining near-natural 
poplar stands should be protected throughout the study region, as well as in other 
forest-grassland ecosystems of the world. 

Here it is important to point out that protecting the near-natural forest patches 
is very different from afforestation. Indeed, plantations, especially non-native 
plantations, cannot substitute near-natural forests, as they have serious negative 
effects on diversity and other ecosystem properties. For example, compared to 
near-natural forests, Robinia plantations had lower native species richness, 
functional and phylogenetic diversity, as well as naturalness (Ho et al., 2023), 
while Pinus plantations compromise soil humus content (Tölgyesi et al., 2020) 
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and are also associated with high fire risk (Cseresnyés et al., 2011). Furthermore, 
creating large forest stands in sandy drylands may have negative effects on 
regional underground water balance (Tölgyesi et al., 2020). Tree-planting 
attempts on ancient or near-natural grasslands are also frowned upon by 
proponents of open ecosystems, because they risk destroying species, habitats, 
and ecosystem functioning (Feurdean et al., 2018). Afforestation efforts should 
therefore be minimized in forest-grassland ecosystems, but planting scattered 
trees of native species in the open grassland matrix is highly advised and is even 
regarded as the new standard in increasing higher biodiversity and ecosystem 
services in Europe (Manning et al., 2009; Tölgyesi et al., 2023). 
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Abstract—The subject of the study was the effect of teleconnection patterns on cloudiness 
in Poland in the period 1990–2020. The analysis was conducted based on daily cloudiness 
values from 34 measurement stations of Institute of Meteorology and Water Management - 
National Research Institute and monthly North Atlantic Oscillation (NAO) and 
Scandinavia (SCAND) indices from the collection of Climate Prediction Center (CPC). 
The course of cloudiness values in winter in the multiannual period was analyzed together 
with its averaged spatial distrubution for the entire winter and for particular winter months. 
Next, the coefficient of correlation of cloudiness with a given teleconnection pattern index 
was calculated. The analysis also covered cloudiness in the positive and negative 
teleconnection phases. The results confirm a variable course and increasing trend of winter 
cloudiness in Poland. The average cloudiness reached 76% in the studied multiannual 
period. The correlation coefficient for the North Atlantic Oscillation primarily adopted 
negative values, and positive for the Scandinavian circulation. The strongest correlation 
between the teleconnection pattern and cloudiness was observed in February for NAO and 
in December for SCAND. Cloudiness showed no considerable differences between the 
positive and negative teleconnection phases. 
 
Key-words:cloudiness, teleconnection patterns, climate change, Poland, NAO, 
SCAND 

1. Introduction 

Cloudiness is the degree of cover of the sky with clouds. It is determined based 
on the assessment of the ratio of the area covered by clouds to the space covered 
by the observation (Piotrowski, 2017). Cloudiness depends on the content of water 
vapor in the air and on condensation conditions, primarily determined by 
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atmospheric teleconnection processes (Ko uchowski et al., 2012). This 
atmospheric teleconnection processes are spatial patterns in the atmosphere that 
link weather and climate anomalies over large scale across the globe (Feldstein 
and Franzke, 2017). Cloudiness can also be modified due to the effect of local 
factors such as land relief. Clouds fulfil an important function in the global water 
circulation, providing atmospheric precipitation on Earth. Moreover, they 
strongly reflect solar radiation and limit losses on radiation emitted by the Earth’s 
surface (Piotrowski, 2017). 

The issue of cloudiness and teleconnection patterns has been addressed by 
many studies. The magnitude and general characteristics of cloudiness in Poland 
have been described by Filipiak (2021), Sypniewska and Szyga-Pluta (2018), and 
Filipiak and Mi tus (2009). Equally numerous studies regarding cloudiness have 
been conducted at local and regional scales. These papers particularly include those 
by mudzka (2007), Matuszko and Wojkowski (2007), and Wibig (2008). Moreover, 
the correlation of cloudiness with the optical thickness of aerosol and sometimes 
insolation has been investigated (Bartoszek et al., 2020), as well as the effect of 
cloudiness on precipitation and air temperature in Poland ( mudzka 2008). 

As shown in earlier studies, the most important teleconnection patterns 
affecting weather and climate in central Europe include the North Atlantic 
Oscillation (NAO) and Scandinavia (SCAND) patterns (Tomczyk, 2014; Ptak et 
al., 2018). NAO is a bipolar teleconnection pattern resulting from the co-
occurrence of the Azores High and Icelandic Low. It is one of the most evident 
and repeatable teleconnection patterns. It dictates the weather variability from the 
eastern coast of North America to Siberia (Hurrell et al., 2003). The positive NAO 
phase is characterized by a gradient of atmospheric pressure higher than average 
between the baric centers of the Azores High and Icelandic Low. It results in an 
inflow of humid and warm air masses from the west over the northern part of 
Europe, including Poland. The negative phase is related to a lower pressure 
gradient between these baric centers (Icelandic Low – higher than average 
pressure, Azores High – lower than average pressure). Such a situation generates 
inflow of dry and cool air masses from the northeast (Hurrell, 1995, Hurrell and 
Deser, 2010).  

SCAND is a teleconnection pattern characterized by the occurrence of a 
strong high over the Scandinavian Peninsula with a center over Finland. The area 
of lower than average pressure extends from western Europe to eastern 
Russia/western Mongolia. The positive SCAND phase is related to higher than 
average pressure, creating a situation of blockage over Scandinavia and western 
Russia. The negative phase is related to lower than average pressure over northern 
Europe (Bueha and Nakamura, 2007; Liu et al., 2014; Nojarov, 2017; Tomczyk et 
al., 2019). In the positive phase, dry and cool air is transported over central Europe 
and central Russia (https://www.cpc.ncep.noaa.gov/data/teledoc/scand.shtml). 

The effect of teleconnection patterns on climate and weather in Poland has 
been evidenced among others in papers by Adamczyk (2007) regarding the effect 
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of the North Atlantic Oscillation on cloudiness in Poland in the period 1961–1990. 
The paper evidenced the dependency of total cloudiness on the intensity of the 
NAO zonal circulation. The author proved that the correlation is not strong over 
a predominant part of the country, although in the north, the corelations are 
stronger and statistically significant. The effect of teleconnection patterns on 
atmospheric conditions in Poland have also been evidenced in papers regarding 
thermal and nival conditions (Bednorz, 2002; Tomczyk, 2015; Szwed et al., 2017). 
Moreover, research conducted in recent years covered the effect of teleconnection 
patterns on the value and seasonality of outflow in Polish rivers (Wrzesi ski, 
2010), as well as thermal and ice conditions in lakes in northern Poland (Ptak et 
al., 2018, 2019). 

The study objective was to investigate the characteristics of cloudiness in 
Poland in winter in the years 1990/91–2019/20, and the determination of the effect 
of teleconnection patterns on cloudiness. 

2. Study area, source material, and study methods 

The study employed data from 34 stations in Poland functioning in the scope of 
activity of the Institute of Meteorology and Water Management – National 
Research Institute (Fig. 1). The stations were selected based on the completeness 
of measurement data. 
 
 
 

 
Fig. 1. Location of meteorological stations. 
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This paper employed mean daily data on cloudiness from 30 winter seasons 
from 1990/91 to 2019/20. The winter season was defined as the period from 
December to February. The assessment of cloudiness applies an 8-degree octane 
scale, where 0/8 means cloudless sky, and 8/8 means complete cloudiness. In the 
paper, the magnitude of cloudiness was converted from the octane scale to a 
percent scale. The aforementioned data provided the basis for the determination 
of the multiannual course of cloudiness in Poland in the winter season and in 
particular months of the season. Next, the trend and intensity of changes were 
determined, as well as the statistical significance of the recorded changes. 

In the next step, the effect of teleconnection patterns on cloudiness in Poland 
was analyzed. The source material regarding the North Atlantic Oscillation 
(NAO) and Scandinavia (SCAND) indices was obtained from the data collection 
of the Climate Prediction Center (CPC). The teleconnection patterns included in 
the CPC database were designated by means of principal component analysis 
based on monthly values of anomalies of height of isobaric surface of 500 hPa 
(Barnston and Livezey, 1987). The monthly circulation indices were used for the 
calculation of the Pearson correlation coefficient between cloudiness and 
teleconnection patterns. The statistical significance of the correlations was 
verified by means of a t-student test. Moreover, the strength of correlations was 
determined according to the classification of correlation scale by Guillford 
(Guillford, 1947). Next, cloudiness was determined at low and high index values 
(1 and 3 quartiles of the set of index values). All maps and diagrams were prepared 
based on programming language R. 

3. Results 

Average cloudiness in winter in Poland in the years 1990/91–2019/20 reached 
76%. The spatial distribution of cloudiness in winter and in each winter month 
showed the highest level in northern Poland, particularly in the central and eastern 
parts of it (Fig. 4). The lowest cloudiness was observed in the northwestern areas 
of Poland as well as in the south in mountainous areas. In individual stations, the 
average cloudiness ranged from 67% in winouj cie to 80% in Suwa ki (Fig. 3). 
The winter with the highest average cloudiness was season 2012/13 – 86% 
(Fig. 2). The lowest values were recorded in winouj cie (76%), and the highest 
in Gorzów Wielkopolski (90%). In this period, in 85% of stations, the highest 
value in the analyzed multiannual period was observed. The season with the 
lowest cloudiness proved to be the season 1992/1993 – 67%. In that period, the 
lowest cloudiness was recorded in 47% of the stations. The averaged cloudiness 
for the entire Poland in the multiannual course shows an increasing, statistically 
significant trend. The analysis of changes in particular stations showed the 
greatest changes in the western part of the country. In seasons characterized by 
extreme values of the NAO index, an increase in cloudiness is observed. In the 
SCAND phase, such a trend is recorded only in the positive phase of the pattern 
(Fig. 2). 
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Fig. 2. Course of average cloudiness [%] together with the course of NAO and SCAND 

indices. 

 

 

 

 

 

 

 

Fig. 3. Course of average seasonal cloudiness [%] in selected stations. 
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Average cloudiness throughout winter in the multiannual period 1990/91–
2019/20 reached 76% (Fig. 4). An indentical value of cloudiness was recorded in 
January. December proved to be a month characterized by the highest cloudiness 
at the national scale – 78%, and the greatest spatial variability. In February, 
cloudiness adopted the lowest value of 73%, and showed the highest spatial 
stability – the variability between extreme cloudiness values was the lowest 
among all winter months. The maximum monthly cloudiness value was observed 
in January 2003 – 98%. A minimum was also recorded in January in 1993 – 11%. 
The level of cloudiness increased towards the north and northeast. 
 
 
 
 
 

Fig. 4. Spatial distribution of the average cloudiness in winter (A), December (B), January 
(C), and February (D) in the years 1990/91–2019/20. 
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The average level of the North Atlantic Oscillation index for winter in the 
studied multiannual period reached 0.17. The maximum value of the NAO index 
was recorded in the season 2014/15 (1.41), and the minimum in the season 
2009/10 (-2.12). In the studied multiannual period, a slight increase in the NAO 
index occurred, and it was not statistically significant. 

At this stage of the study, the analysis covered the correlation between the 
cloudiness and the North Atlantic Oscillation index (Fig. 5). Over a prevalent 
area, the correlation was negative, suggesting that in the negative NAO phase, 
cloudiness increased, and decreased in the positive one. In the spatial distribution 
of the correlation coefficient for the entire winter period, the strongest correlations 
are observed in the northwestern part of the country, with a maximum in 

winouj cie  
(-0.35). Positive correlations are determined only in the north-east and in the 
mountain regions. The average correlation coefficient for the entire Poland 
reached -0.11. According to the Guillford’s correlation scale classification, this 
suggests weak correlation. In winouj cie, the correlation was average. In 
December in the studied multiannual period, the weakest correlation between 
cloudiness and NAO was recorded. The average correlation coefficient reached 
only -0.08. The entire northern Poland showed minimum positive values or those 
approximate to zero. The strongest negative correlations in that month were 
observed in the southeastern part of the country. Almost an identical situation 
concerns the spatial distribution of the correlation coefficient in January. Negative 
values are observed in southern and central Poland, and positive values in 
northeastern part of Poland with a maximum in Suwa ki (0.26). The month most 
divergent from the average from the entire winter period was February. In that 
month, the average correlation coefficient for the entire Poland reached -0.42. The 
strongest correlation was observed in the northern part of the country, particularly 
in seaside stations such as: Hel (-0.58), winouj cie (-0.55), or eba (-0.54). The 
only station showing statistical significance for the entire winter was Hel, and in 
February such significance is shown by as many as 73% of the analyzed stations. 

In winter seasons with positive NAO index values (3 quartiles of the set of 
index values), the average cloudiness was 78%. It was 2% higher than in the 
negative phase (1 quartile of the set of index values) (Fig. 6). In the positive phase, 
the highest average cloudiness was observed in the north and northeastern parts 
of the country, as well as in the high mountain station on the nie ka Mountain – 
83%. A similar situation is observed in the negative phase – the highest cloudiness 
occured near Koszalin, eba, and Suwa ki. The exception are mountain areas, 
where the degree of cloudiness is considerably lower in the negative phase than 
in the positive one. The lowest cloudiness value was recorded in the northwestern 
part of Poland with a minimum in winouj cie both in the positive (66%) and 
negative phases (68%). 
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Fig. 5. Pearson correlation coefficient between the NAO index and the cloudiness in winter 

(A), December (B), January (C), and February (D) in the period 1990/91–2019/20 
 

 
 
 

 

Fig. 6. Average cloudiness [%] in winter periods in which the NAO index was 75th 
percentile (A) and NAO  25th percentile (B) in the years 1990/91–2019/20. 
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The average value of the Scandinavia index for winter reached 0.10. The 
highest SCAND index value was observed in season 2005/06 – 1.05. Equally high 
indices were recorded in seasons 2009/10 – 1.04 and 2012/13 – 1.02, and the 
lowest index value was observed in season 1998/99 (-0.89). In the studied 
multiannual period, a minimum increase in the SCAND index was determined. It 
was not statistically significant. 

The Pearson correlation coefficient values between the SCAND index and 
the cloudiness primarily showed positive values, with the exception of January, 
when they adopted values below zero (-0.10) (Fig. 7). Positive values of the 
correlation coefficient suggest that the level of cloudiness increased with an 
increase in the circulation index. The average coefficient for the entire winter in 
the studied multiannual period reached 0.17, in February -0.06, and the highest 
correlation was recorded in December -0.39. The strongest correlation for the 
entire winter period was recorded in southwestern Poland, with a maximum in 
Wroc aw and K odzko – 0.31. The only stations showing a negative correlation 
were high-mountain stations on Kasprowy Wierch and nie ka. The month with 
the strongest dependency between the teleconnection pattern and cloudiness was 
December. In 6 stations, a correlation higher than 0.50 was recorded. They were 
primarily stations in the eastern part of the country: Lublin, Terespol, W odawa, 
and in the north: winouj cie, Hel, Chojnice. January and February showed the 
lowest variability. Their average correlation coefficient values for the entire 
country were approximately zero. A positive correlation was observed in the west 
of the country in January and in the east of the country in February. In the 
multiannual course of winter periods, Hel was statistically significant, and in 
December as many as 59% of stations were significant. 

The average cloudiness at extreme SCAND index values, both in the positive 
(3 quartiles of the set of index values) and negative phases (3 quartiles of the set 
of index values) reached equally 76% (Fig. 8). The spatial distribution of 
cloudiness is very similar in both phases. The highest cloudiness in the studied 
multiannual period was recorded in the north and northeastern part of the country 
in Koszalin in the negative phase – 80%, and in Chojnice in the positive phase – 
80%. The lowest cloudiness values were observed in the northwestern part of the 
country and in the mountain areas. Minimum values were recorded in winouj cie 
– 66% in the negative and 67% in the positive phase. 
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Fig. 7. Pearson correlation coefficient between the SCAND index and cloudiness in winter 

(A), December (B), January (C), and February (D) in the years 1990/91–2019/20. 
 
 
 

 

Fig. 8. Average cloudiness [%] in winter periods when the SCAND index was  75th 
percentile (A) and SCAND  25th percentile (B) in the years 1990/91–2019/20. 
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4. Summary and discussion 

The paper shows the variable course of cloudiness in the studied multiannual 
period. Maximum cloudiness in winter for the entire Poland was recorded in the 
season 2012/13 – 86%, and the minimum in the season 1992/93 – 67%. The 
average cloudiness in the years 1990/91–2019/20 was 76%. The month with the 
highest cloudiness in winter was December – 78%. The increasing trend of 
cloudiness in Poland is statistically significant. The highest cloudiness in the 
spatial distribution of the country is observed in the north and northeastern parts 
of Poland, and stations that stand out including Koszalin, Suwa ki, and Chojnice. 
The lowest cloudiness in the winter period was recorded in the northwest with a 
minimum in winouj cie and in mountain areas. Approximate results were 
obtained in the papers by Sypniewska and Szyga-Pluta (2018) and Okoniewska 
(2016). Such a spatial distribution in Poland was largely determined by among 
others: vicinity of the Baltic Sea, more frequent occurrence of lows in northern 
Poland in winter, and inflow of polar-marine air from the northwest (Oko owicz, 
1964; Matuszko and Wojkowski, 2007). 

The obtained results confirm the dependency between cloudiness and 
teleconnection patterns. Averaged correlations in winter and in each individual 
winter month for the entire Poland are not high however, and in some regions of 
the country, the correlations are considerably stronger. Similar conclusions were 
drawn by Adamczyk (2007) in the paper regarding the dependency between the 
North Atlantic Oscillation and the cloudiness in Poland. Higher correlation 
coefficient values were obtained by among others Bednorz (2006) regarding snow 
cover in northwestern Poland, as well as Ptak et al. (2019) investigating ice 
conditions in Polish lakes. This paper primarily evidences a negative correlation 
in the dependency of NAO and cloudiness, and positive with SCAND. A negative 
correlation coefficient suggests that in the negative NAO phase, the level of 
cloudiness increases, and decreases in the positive phase. A positive correlation, 
respectively, presents the opposite dependency. The strongest correlation was 
recorded in the northwestern part of the country for the NAO pattern with a 
maximum in December, and for SCAND in the northeast with the strongest 
dependency in February. The correlation coefficient showed statistical 
significance only in Hel, both between cloudiness and NAO index and SCAND. 
Correlation coefficients were significant only in months characterized by a strong 
correlation, in a higher number of stations. Positive and negative teleconnection 
pattern phases show no particular variability of the average cloudiness for the 
entire country. 
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Abstract— Soil temperature is the main factor in determining the germination of maize 
seeds and the emergence time of the crop. It controls the rate of phenological development 
while the meristem is underground, which is until the V6 (six leaf collar) stage of maize. 
The research performed by the authors aimed to model maize seedbed temperatures at 
sowing depth (soil temperature at 5 cm depth) during the sowing-emergence-early 
development period. The research is based on measurements in ploughed plots of the maize 
experiments at the Látókép Experiment Site of the University of Debrecen (Eastern 
Hungary) in two growing seasons of 2021–2022. Two types of empirical models were 
established, a multilinear regression model (M1) and a dynamic-empirical model (M2), 
where the daily increase and decrease of soil temperature are determined by multilinear 
regression. Candidates for input variables for both models were various, easily available 
daily meteorological parameters. M2 model performed better than M1 when applied to an 
independent database of 2022. This is particularly valid for the maximum and minimum 
soil temperatures. It was found that both M1 and M2 can be used to predict the soil 
temperature of the maize seedbed before shading by the plants. For daily mean temperature, 
M1 and M2 give a similarly good estimation, while the dynamic-empirical model has to be 
preferred for the maximum and minimum temperatures. M2, which is based on daily 
temperature, global radiation and wind speed data, predicts the daily mean (RMSE = 
1.4 °C), maximum (RMSE = 2.2 °C), and minimum (RMSE = 1.6 °C) of seedbed 
temperature not worse than many earlier soil temperature models do, even hybrid or 
mechanistic ones with a large number of parameters. 
 
Key-words: soil temperature, dynamic-empirical model, seedbed, maize, linear regression 
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1. Introduction 

Soil temperature has an important role in crop production. It is the main factor in 
determining the germination of maize seeds and the emergence time of the crop 
(Stone et al., 1998; Santos et al., 2019). Soil temperature controls the rate of 
phenological development while the meristem is underground, which is until six 
leaves fully expand (V6 stage) or the tip of the 10th leaf appears (Stone et al., 
1999). The results of field experiments with soil cover (nearly identical air 
temperatures and significantly different soil temperatures) demonstrate this effect 
(Lu et al., 2020). At higher soil temperatures, the faster initial development results 
in a shorter growing season and significantly earlier flowering and physiological 
maturation (Stone et al., 1998). In maize (Bollero et al., 1996) and other crops 
(Jamieson et al., 1995), it is often more effective to calculate the length of early 
developmental stages using soil temperature rather than air temperature. 
However, when there are no different soil temperature "treatments", soil 
temperature-based thermal unit models do not perform better than air 
temperature-based models as found out by McMaster and Wilhelm (1998). Soil 
temperature directly or indirectly affects various physical, chemical and 
biological processes in the soil. From the perspective of practical maize 
production, other important processes that are affected by soil temperature include 
root growth (Xia et al., 2021), phenological development of maize pests (Streda 
et al., 2013), and water and nutrient uptake by roots (Ni et al., 2019). 

At weather stations, soil temperatures are typically measured under bare 
surface, sometimes under grass. According to WMO standards, a bare 
(uncovered) area of approximately 2 m × 2 m should be designated for measuring 
soil temperature at synoptic and climate stations (WMO, 2018). The Hungarian 
Meteorological Service recommends that measurements should be taken in an 
area of at least 1 m2, kept permanently free of weeds. For agricultural weather 
stations, two types of standard cover are used – bare soil and short grass. Wherever 
possible, simultaneous readings should be made under both standards for 
comparison (WMO, 2012).  

Under field conditions, the temperature conditions are different from both 
bare and grass covered soils. Significant differences can occur in the radiative 
balance of the soil surface and in the magnitude of sensible and latent heat fluxes. 
The soil structure due to tillage is also different from the basically undisturbed 
soil structure of the weather stations, causing differences in the soil thermal 
properties and in its temperature conditions. Tillage typically increases soil 
temperature in the upper layers, which can be observed even under strip tillage 
(Cox et al., 1990; Licht and Al-Kaisi, 2005; Ozpinar and Ozpinar, 2015). Soil 
thermal properties are spatially highly variable, mainly due to heterogeneity in 
moisture content and compaction (Usowicz et al., 1996). Heat capacity increases 
linearly with soil moisture and is significantly less sensitive to soil volumetric 
mass. Thermal conductivity also increases with soil moisture, although at a 
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decreasing rate. Soil thermal properties are sensitive to changes in soil 
compaction, especially in the less compacted range (Abu-Hamdeh and Reeder, 
2000). 

Soil temperature is determined by a combination of meteorological factors, 
soil thermal properties, and certain crop parameters. These (or a subset of them) 
can be used to calculate soil temperature, and mechanistic, empirical, and hybrid 
models combining the two can be used in practice. Mechanistic models describe 
the physical processes that determine soil temperature, whose main elements are 
the surface energy balance, with components such as the radiative balance, latent 
and sensible heat fluxes in the air, and molecular heat conduction in the soil. These 
models should be run preferably with site-specific input data combined with 
hydrological or plant simulation models to maximize the potential of the 
sophisticated method. Complex simulation models including soil temperature 
modules such as APSIM (Keating et al., 2003; Chauhan et al., 2007; Archontoulis 
et al., 2014), DSSAT (Jones et al., 2003) can be used effectively for calculating 
soil temperature of arable crops. Soil thermal and water retention conditions 
including plant cover are modeled by the CoupModel (Liu et al., 2022), 
AGRISOTES (Grabenweger et al., 2021), SiSPAT (Brauda et al., 1995; Ji et al., 
2009), and HYDRUS-1D models (Simunek et al., 2008). 

Empirical models are based on statistical relationships between soil 
temperature and various meteorological and soil parameters. In many cases, they 
provide a reasonable accuracy for practical applications using only a few basic 
meteorological variables. The surface energy balance is the main determinant of 
both air and soil temperatures, so they are closely related. Günes et al. (2014) 
modeled daily air temperature data for different soil types at a depth of 5 cm below 
the grass surface using non-linear empirical relationships depending on the 
saturated/unsaturated state of the soil. Barman et al., (2017) estimated soil 
temperature values at 5, 15, and 30 cm below bare soil surface using regression 
analysis. For morning soil temperature, the best prediction was obtained using the 
nonlinear functions of daily mean temperature and for afternoon soil temperature 
(in the upper layers) with daily maximum air temperature. Examining many years 
of soil temperature data obtained by the weather stations, it was found that the 
correlation with air temperature decreases with depth, with the highest correlation 
for 5 and 10 cm (Islam et al., 2015). Backward reconstruction of soil temperature 
below forest canopy was successfully achieved using regression equations based 
on air temperature data (Brown et al., 2000). On a continental scale, a sufficiently 
accurate estimate of soil temperature can be obtained using a shifting average of 
daily precipitation sum and air temperature (Zheng et al., 1993). The base model 
is valid for bare soil, while the effect of plant cover was described in the model 
using the leaf area index. Perreault et al. (2013) modeled soil temperature under 
maize stands at depths of 10, 25, and 50 cm with soil texture, daily maximum and 
minimum temperatures, and daily precipitation data as inputs. Their results were 
used to study weed germination and emergence. In estimating daily soil 
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temperature, Delbari et al. (2019) found the performance of a support vector 
regression (SVR) based model and the more classical multilinear regression 
models (MLR) similarly favorable for the 10-cm layer. In estimating soil 
temperature at deeper layers, SVR performed better than MLR. The empirical soil 
temperature models are essentially site-specific (Langat, 2021) and valid under 
the given climatic and soil conditions and agrotechnology.  

The base temperature of maize is typically between 7–10 °C (Gilmore and 
Rogers, 1958; Narwal et al., 1986; Birch et al., 1998; Tsimba et al., 2013). 
According to practical recommendations, maize should be sown when soil 
temperature is permanently above the base temperature. The course of spring soil 
temperatures, the actual and forecast values, is very important agrometeorological 
information needed by growers because of its direct practical use. Although 
measured and predicted soil temperature data are available, they are not 
sufficiently specific and do not characterize seedbed temperature conditions 
properly. 

This research aimed to develop a soil temperature model that calculates 
maize seedbed temperatures at sowing depth (soil temperature at 5 cm depth) 
during the sowing-emergence-early development period. It was important to use 
only easily available daily meteorological data and to reach an accuracy suitable 
for practice.  

2. Material and methods 

The performed research is based on measurements taken in Eastern Hungary at 
the Látókép Experiment Site of the University of Debrecen (N 47°33', E 21°27', 
120 m asl). The soil of the area is mid-heavy calcareous chernozem with a 
physical type of loam, and Arany’s plasticity index of 39. The soil is characterized 
by excellent hydrophysical properties and high yield potential. The soil 
temperature measurements were set up in ploughed plots of the maize experiments 
(multifactoral long-term field experiment and sowing time experiment) in two 
growing seasons of 2021-2022. Following the typical soil cultivation practice, the 
experimental plots were ploughed in the months of October-November prior to 
the growing season at a depth of 30 cm. Basal fertilizer was applied at the rates of 
80 kg N ha–1, 60 kg P2O5 ha–1, and 90 kg K2O ha–1. After winter, the first soil 
cultivation (field rolling) was performed in March, when soil moisture conditions 
became favorable. Seedbed preparation was done within a few days before 
sowing. Maize (Merida FAO 380) was sown at a density of 80,000 plants ha–1, 
with 0.76 m row spacing. Sowing depth was 5-6 cm. Interrow cultivation was 
performed only after the trial period.  
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2.1. Soil temperature measurements 

Soil temperature measurements were carried out using HOBO UA-002 
temperature data loggers. All thermologgers were preliminary tested with parallel 
measurements in stable, homogeneous indoor circumstances. The average 
temperature of the 24-hour period was calculated from 10-minute measurements 
for each device. These values showed very small differences (maximal difference 
from the total mean did not exceed 0.3 °C). However, a correction value was 
determined and applied for each device according to the obtained test results. The 
thermometers were installed in each parcel within a few days after sowing. 
Measurements covered most of the growing season, but only data of up to 30 days 
after sowing was used according to the purpose of the research, when the shading 
effect of the emerged maize was still negligible (Table 1). Two plots with different 
sowing date were used in the research in order to have a longer measurement 
period for modeling. For both years, the first part of the soil temperature dataset 
used in modeling originates from the first sown plot of the sowing date experiment 
performed in maize. The second part of the dataset is based on the measurements 
in the multifactorial long-term experiment, where maize was sown 3–4 weeks 
later.   
 
 
 

Table 1. Timing of the soil temperature measurement program in 2021–2022 and the 
related crop data 

year examination 
period date 

  sowing installation of 
thermologgers emergence V6 

2021 April 1–27 March 31 March 31 April 27 May 25 

 April 28 – May 22  April 22 April 27 May 6 June 3 

2022 April 8 – May 3 April 6 April 7 April 28 May 23 

 May 4 – June 1 May 2 May 3 May 9 May 31 

 
 
 
 

The thermometers were placed exactly in the rows at a depth of 5 cm, in four 
replicates in 2021. In 2022, there was a possibility for only three replicates, 
because of the changes in the complex soil temperature research program (aiming 
at the effect of depth and tillage). While installing the thermologgers, we focused 
to regenerate the original soil surface and compaction conditions of the seedbed. 

The daily mean, minimum, and maximum temperature values were 
determined from data recorded at 10-minute intervals. Using 0–24 hour observing 
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window in search for minimum/maximum temperature often omits the true 
temperature extrema, and instead identifies endpoint temperatures. The capturing 
of true “peaks and lows” of diurnal temperature cycle can be improved by 
recording maximum and minimum values at the coldest and warmest time of day, 
respectively (Rischard et al., 2018). Another possibility is the identification of 
temperature extrema within continuous nighttime and daytime intervals (Zaknic-
Catovic and Gough, 2022). Adapting this night-and-day climatological observing 
window for our soil temperature model, the daily minimum values were 
calculated on the 0–14 CET time intervals and the maximum values on the  
12–02 CET time intervals.  

2.2. Meteorological measurements 

Air temperature and humidity measurements were taken at 2 m height, at  
10-minute intervals, in a distance of 500 m from the experimental area, above a 
short-cut grass surface. Microsoft Excel was used to determine the daily data for 
statistical analyses. Precipitation was measured using a conventional Hellmann 
rain gauge and an automatic weighing gauge in parallel. The data from the latter 
were used to characterize the rainfall patterns of the study periods.  

The wind speed (10 m) and global radiation data measured at the Debrecen-
Kismacs station of the Hungarian Meteorological Service (OMSZ, 2022) were 
used for the analysis. Considering the number of factors (distance of 10 km, 
similar agricultural area, high accuracy measurements, spatial heterogeneity), this 
solution is acceptable. 

2.3. Soil temperature model 

The aim of this research was to create an empirical model for estimating daily soil 
temperature values. According to the data requirements of the different thermal 
time methods, the determination of daily minimum and maximum values in 
addition to the daily mean temperature was part of the calculations. The research 
focused only on the period of sowing-emergence-early development, when the 
soil temperature information is especially needed by maize growers in practice. 
The two model versions were not aimed to be extended to the later phenological 
phases, therefore, the shading effect of the vegetation was not included.  Data 
from 2021 was used for model calibration, while validation was based on 2022 
data. 

In Model 1 (M1), the following meteorological parameters were included in 
the multilinear regression analysis (stepwise regression, SPSS Statistics 27.0): 
daily average temperature (TAave, °C), daily minimum temperature (TAmin, °C), 
daily maximum temperature (TAmax, °C), daily global radiation (G, MJ m-1), daily 
average wind speed (w, ms-1), and mean temperature of the preceding 1-, 2-, 3-, 
4-, 5-, 6-, and 7-day-period. 
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The study also included a specific dynamic-empirical model (Model 2, M2), 
which has the same base as a previous model describing the temperature of the 
rice floodplain (Gombos, 2008). The model treats the warming and cooling phases 
of the daily soil temperature cycle separately, and determines the nighttime 
temperature decrease ( T1) and daytime temperature increase ( T2) of the soil 
for each day (n is the day of the simulation) based on empirical relationships. 
Steps: 

1. Setting the maximum soil temperature for the previous day of the study 
period, with estimated or measured initial value (TSmax,0); 

2. Determination of the night-time decrease in soil temperature based on 
meteorological data (and soil temperature) using an empirical formula  
(ΔT1n) 

3. Calculation of the minimum soil temperature: TSmin,n = TSmax,n-1 – ΔT1n; 
4. Calculation of the daytime increase in soil temperature using an empirical 

formula: (ΔT2n); 
5. Calculation of daily maximum soil temperature by adding the increase to the 

minimum: TSmax,n = TSmin,n + ΔT2n. 
Repeating steps 2 to 5 N times, the minimum and maximum soil temperature 

is obtained for each day of the period under study (N is the number of days).  
The empirical formulas estimating ΔT1 and ΔT2 were determined also in this 

case using multivariate linear regression analysis. Compared to the M1 model, the 
set of initial parameters differed: 

• the mean temperature of the preceding 1, 2, ..., 7-day periods was omitted, 

• the parameter CF representing the cooling effect of air was included: 
 CFn  = TSmax,n-1 – TAmin,n , 

• and WF representing the heating effect of air was calculated 
WFn = TAmax,n – TSmin,n . 

The idea for the introduction of the new parameters is based on the 
assumption that the greater the values of CF (the difference of the minimum air 
temperature and the previous day's soil temperature maximum) are, the higher the 
decrease in soil temperature is. The introduction of the WF variable can be 
explained similarly. An increase in model stability is also expected by defining 
new variables in this way, as it provides negative feedback. 

2.4. Model validation 

Model calibration and regression coefficients were determined using data from 
2021 (52 days) and validated with data from 2022 (55 days). The comparison of 
the estimated (Pi) and actual (Oi) daily minimum, maximum, and mean soil 
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temperature values was compared graphically first. As a next step, to objectively 
evaluate the performance of the model, the commonly used statistical indices were 
applied (n is the number of days). These statistics focus on different aspects of 
model performance: 

• The coefficient of determination (CD) shows how closely the estimated data 
follow the trend of the measured values. Values close to 1 indicate that the 
model is optimal in this aspect. 

• Root mean square error (RMSE) quantifies the deviation between estimates 
and observations according to this formula: 

 

 =  . (1) 
 

• Model efficiency (EF), the optimum of this coefficient is 1, if positive, the 
model is a better predictor than the average of measured values: 

 
 = 1  . (2) 

 
• Mean absolute error (MAE) provides a measure of error based on the absolute 

value of the deviations:  
 

 = | | . (3) 
 
• Mean error (ME) or bias shows whether and to what extent the model over 

or underestimates the measured values in average: 
 

 =  . (4) 
 

In addition to the real daily mean temperature, a value calculated from the 
average of the maximum and minimum can also be important (many models 
calculate daily thermal units based on the latter). The M1 model gives a separate 
estimate for both, while for M2, both parameters can be estimated with the same 
value (TSnx/2). 

3. Results 

3.1. Weather conditions 

Both the calibration (2021) and validation (2022) periods greatly overlapped with 
the time period April-May.  
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The weather in April 2021 was poor in sunshine and significantly cooler than 
the long-term average. There were several occasions of light precipitation, but the 
total monthly rainfall was only half the long-term average (Fig. 1). In May, the 
weather was cooler than normal for this time of year, with near average rainfall 
and sunshine duration. April 2022 was also cool with less hours than average, but 
with more rainfall than in the previous year. The weather in May was the opposite 
as in 2021, with above-average temperature, more sunshine, and small amount of 
precipitation. It can be concluded that the weather conditions in the calibration 
and validation periods differed significantly, especially in May.  

 
 

 

 
Fig. 1. Daily values of precipitation and mean, minimum, and maximum temperatures in the 
period of April to May in 2021 and 2022. 

 
 
 
 

3.2. Calibration 

3.2.1. Model 1 

In our multilinear regression model (M1) for estimating the daily mean soil 
temperature (TSave), the final formula obtained using the stepwise method includes 
the daily mean air temperature (TAave), mean temperature of the previous  
7 days (TA7), and global radiation (G) as independent variables. The model was 
not significantly improved by wind speed, relative humidity, daily minimum and 
maximum temperatures. 
 
 TSave = 0.660·TAave + 0.329·TA7 + 0.102·G + 0.74 . (5) 
 

For daily minimum soil temperature (TSmin), the parameter of greatest weight 
is the minimum air temperature (TAmin), the other important parameter is the mean 
temperature of the previous day (TA1). Logically, the daily global radiation has no 
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effect due to the time lag. This explains why no daily mean value of any 
meteorological element appears in the formula.  
 
 TSmin = 0.455·TAmin + 0.346·TA1 + 2.82 . (6) 
 

The regression calculation for the daily maximum of soil temperature (TSmax) 
also confirmed the preliminary expectations. The daily maximum (TAmax), mean 
and global radiation (G) of air temperature are included in the formula. 
Temperature averages on previous days are also correlated with the soil 
temperature maximum, with significant improvements in the model obtained by 
including the 4-day mean temperature (TA4) as an independent variable. The 
regression equation is as follows: 
 
 TSmax = 0.397·G - 0.147·TAmax + 0.808·TAave + 0.172·TA4 + 2.82 . (7) 
 

For the calibration period, the following were found (Table 2): 

• The coefficient of determination and the model efficiency have high values 
(R2 = 0.95 – 0.96, EF = 0.94 – 0.96), almost equal for all variables. 

• The average error, which refers to the systematic error, is very small, with 
an underestimation of 0.2°C only for the minima. 

• The root mean square error and the mean absolute error are the largest for 
daily maxima and the smallest for daily mean temperature. 

There is no significant difference in the estimates of the two different daily means. 
 
 

Table 2. M1 model performance on the calibration (2021) data set 

M1 RMSE MAE ME R2 EF 

minimum 0.9 0.7 -0.2 0.95 0.94 

maximum 1.2 1.0 0.0 0.95 0.95 

average 0.9 0.7 0.0 0.95 0.95 

(max+min)/2 0.8 0.7 -0.1 0.96 0.96 
 

 

3.2.2. Model 2 

In the dynamic-empirical model (M2), multivariate linear regression was used to 
describe the daily cooling and warming phases of the soil and its temperature 
changes. The nighttime soil temperature decrease (ΔT1) showed the strongest 
correlation with the variable CF, which can be interpreted as the cooling effect of air. 
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The inclusion of the air temperature minimum significantly improved the 
prediction. The regression equation is as follows: 
 
 ΔT1= 0.725·CF + 0.190·ATmin – 1.37 . (8) 
 

The increase in soil temperature during the day (ΔT1) is estimated using a 
regression equation with daily global irradiance, daily mean wind speed, and the 
warming effect of air (WF) as independent variables: 
 
 ΔT2 = 0.392·G - 0.844·w + 0.229·WF + 2.69 . (9) 
 

From the values of T1 and T2 calculated for each day, the daily minimum 
and maximum of the soil temperature for the whole calibration period are obtained 
by successive subtraction and addition, respectively. By taking the simple 
arithmetic mean of these extremes, the daily mean temperature can be calculated. 

While the M1 model is based on a direct empirical estimation of daily soil 
temperature values (min, max, mean), in the dynamic-empirical model, the soil 
temperature data are obtained indirectly after a multi-step calculation. Therefore, 
as expected, the estimation error of the M2 model on the calibration database is 
larger than that of the M1 model (Table 3). Further findings on the performance 
of the M2 model are: 

• The largest error, as for M1, is in the predictions of daily maximum soil 
temperature (RMSE = 1.7 °C, MAE = 1.4 °C). 

• The RMSE and MAE for minimum temperature are slightly smaller than for 
mean temperature. 

• The values of the coefficient of determination (R2 = 0.94 – 0.97) show no 
difference compared to M1, but the model efficiency is lower (EF = 0.86 – 
0.90). 

• The systematic error is negligible for the maxima and minima and, as a 
result, also for their mean. The actual daily mean differs from the latter (it is 
lower), resulting in an average overestimation of 0.4 °C. 

 
 
 

 
Table 3. M2 model performance on calibration (2021) data set 

M1 RMSE MAE ME R2 EF 

minimum 1.4 1.1 0.0 0.97 0.87 
maximum 1.7 1.4 0.0 0.94 0.90 
average 1.6 1.3 0.4 0.95 0.86 
(max+min)/2 1.5 1.2 0.0 0.96 0.87 
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3.3. Validation 

Indices for the evaluation of the models were calculated using the independent 
validation data of 2022. It is normal that the performance of empirical models is 
weaker for a new independent data set than for the calibration period. This is 
clearly the case for the M1 model (Table 4): 

• Especially in the estimation of the temperature extremes, there is a large loss 
in accuracy.  

• The M1 model is the most inaccurate in predicting the maximum soil 
temperature, followed by minimum temperature. The regressed maxima 
(2.0 °C) and minima (1.4 °C) are lower than the measured values averaged 
over the 52 days. 

• These errors for mean temperature are significantly smaller (RMSE = 1.5 °C, 
MAE = 1.2 °C, ME = -0.9 °C). 

• The model efficiency is below 0.8 for the extreme value estimate, but above 
0.9 for the daily average. 

• The mean calculated by averaging the estimated extremes is significantly 
less suitable to estimate the real daily mean than the direct (applied to the 
daily mean) empirical relationship. 
The majority of the indices show an advantage of the M2 model over the M1 

(except for the coefficient of determination for the daily mean temperature), 
(Table 4): 

• Its advantage over M1 is the largest for the minimum temperature, but also 
significant for daily maximum values and for the mean temperature 
calculated from extreme values. 

• The performance of M2 is also the weakest (in all indices) in prediction of 
the daily maximum soil temperature and the best for daily mean temperature.  

• It should be noted that the dynamic-empirical model estimates the daily 
mean temperature on the validation dataset with smaller errors (RMSE, MAE, 
ME) compared to the calibration dataset. 
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Table 4. M1 and M2 model performance on the validation (2022) data set 

M1 RMSE MAE ME R2 EF 

minimum 2.6 2.2 -1.4 0.91 0.76 

maximum 2.7 2.3 -2.0 0.89 0.76 

average 1.5 1.2 -0.9 0.96 0.92 

(max+min)/2 2.3 2.0 -1.7 0.94 0.80 

M2 RMSE MAE ME R2 EF 

minimum 1.6 1.2 -0.4 0.92 0.91 

maximum 2.2 1.7 -1.3 0.92 0.84 

average 1.4 1.0 -0.3 0.93 0.93 

(max+min)/2 1.5 1.1 -0.8 0.95 0.91 
 
 
 
 
 

Fig. 2 shows the measured daily mean soil temperature and the values 
calculated by the two model versions. M1 reproduces the real values very well 
over the whole calibration period. The M2 model showed an underestimation 
of more than 2°C for the period April 6-8, 2021 (Fig. 2). During the last days 
of major warming events, M2 tends to overestimate the soil temperature (above 
2 °C: April 12, April 29 – May 2). In the 2022 validation period, M1 prediction 
is below the daily mean from the measured data on most days. However, the 
deviations exceed 2 °C only on a few days at the end of May. The M2 model 
gives a very accurate prediction for most of the period, but there are some 
critical periods when the error is larger than that of the M1 model. On 7 days, 
which is 13% of the total number of days in the study period, the prediction 
error (absolute value) is larger than 2 °C, which is reasonable compared to the 
results of other studies. Zheng et al. (1993) found in average 40% of days with 
larger than 2 °C error in their empirical model for soil temperature at 10 cm. 
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Fig. 2. Daily mean soil temperature values estimated by M1 and M2 models and the daily 
average of the measured (in every 10 minutes) soil temperature data. (a) Calibration period 
(April 1 -May 22, 2021), (b) validation period (April 28 -June 1, 2022). 

 
 

4. Conclusions 

The research described in this paper has shown that maize seedbed temperature 
can be estimated using multilinear regression with high accuracy over the 
calibration period. For the minimum temperature, it is sufficient to use various air 
temperature data as input, while the addition of global radiation in the regression 
estimation of the daily mean and maximum leads to a significant improvement. 
For the daily mean soil temperature, the classical empirical model (M1) fits very 
well (RMSE = 0.9 °C, MAE = 0.7 °C, ME = 0.0 °C, R2 = 0.95, EF = 0.95).  

However, validation on an independent database gives a more realistic 
indication of model applicability. A common way is to divide the test period into 
two parts to define the calibration and validation databases. The outlined research 
followed this approach, and it was found that the model performance had become 
weaker. The mean temperature estimate still remained favorable when compared 
with literature data. The RMSE of 1.5 °C is acceptable, because the maize seedbed 
at 5 cm depth is more directly exposed to weather than the soil at greater depths 
and under vegetated surface.  

The dynamic-empirical (M2) model performed well on the calibration 
database, but underperformed the classical empirical model. The explanation for 
this difference is that M2 calculates the daily maximum and minimum values 
indirectly, with daily steps up and down in the soil temperature. However, as in a 
previous similar study on rice flooding water (Gombos, 2008), the M2 model 
performed better than M1 when applied to an independent database. This is 
particularly valid for the maximum and minimum soil temperatures. In the 
prediction of daily mean temperature, M2 even improved slightly compared to the 
calibration period. Overall, M2, which is based on daily temperature, global 
radiation and wind speed data, calculates the daily mean (RMSE = 1.4 °C), 
maximum (RMSE = 2.2 °C) and minimum (RMSE = 1.6 °C) of seedbed 
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temperature with the accuracy expected. These values of RMSE and also the 
coefficients of determination (0.92–0.93) are in the same range as or better than 
in the case of many earlier soil temperature models, even hybrid or mechanistic 
ones with a large number of parameters (Roloff et al., 1998; Kang et al., 2000; 
Sándor and Fodor, 2012; Liu et al., 2013; Perreault et al., 2013). It can be 
concluded that both M1 and M2 can be used to predict the soil temperature of the 
maize seedbed before shading of the plants. For daily mean temperature, M1 and 
M2 provide a similarly good estimation, while the dynamic-empirical model has 
to be preferred for the maximum and minimum temperatures. However, the results 
must be used with appropriate care because of the small number of experimental 
years. Further measurements are needed to increase the validity of the results.  
Acknowledgments: Project no. TKP2021-NKTA-32 has been implemented with the support provided 
from the National Research, Development and Innovation Fund of Hungary, financed under the 
TKP2021-NKTA funding scheme. 
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Abstract— In the present study, four global climate models MRI-ESM2-0, IPSL-CM6A-
LR, CanESM5, and GFDL-ESM4 from the set of CMIP6 models are assessed to select the 
best model and determine the effects of climate change on temperature and precipitation 
parameters under three shared socioeconomic pathway scenarios (SSP1-2.6, SSP2-4.5, and 
SSP5-8.5) for the base period (1988–2017) and a future period (2020–2049) in the 
Samalghan basin. Statistical measures such as mean absolute error, root mean square error, 
mean bias error are applied to test the models, and the correlation coefficient is used to 
compare the results of the historical period of the models with the observational data of the 
selected stations. Taking the obtained results into account, the global climatic model IPSL-
CM6A-LR is chosen to study the trend of temperature and precipitation changes in the 
future period under scenarios. The results of this study indicate an increasing trend of the 
average annual precipitation in the desied period compared to the base period for the SSP1-
2.6 and SSP2-4.5 scenarios at all stations. Also, it increases in the SSP5-8.5 scenario for 
all stations except Besh Ghardash, Hesegah and Darkesh stations. The predictions of 
temperature show an increase in the minimum and maximum temperature values under all 
scenarios compared to the base period. 
 
Key-words: climate change, CMIP6, SSP senarios, Samalghan basin 
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1. Introduction 

The growth of industrial societies and increasing use of fossil fuels in recent years 
have led to an increase in the greenhouse gases, global warming, and melting of 
polar glaciers (IPCC, 2013). Climate change is one of the major threats of the 21st 
century. Long-term change in global average annual temperature indicates that 
global warming has significant effects on terrestrial ecosystems. They have lasting 
impacts on hydrological, agricultural, and drought cycles (Dai, 2011). Therefore, 
the assessment of the average temperature changes at the regional level as well as 
understanding how this parameter and its related indicators such as heat stress 
change at different time scales are important to implement informed decisions on 
economic development and climate action plans (CAP). The phenomenon of 
global warming is occurring according to numerous conducted studies of climate 
researchers around the world. Various climatic parameters such as temperature 
and precipitation are significantly changing in different parts of the world (Azari 
et al., 2016). Climate change is a well-documented phenomenon that is 
characterized by changes in climate patterns and is likely to persist (de Oliveira 
et al., 2019). These changes, as mentioned, can have significant impacts on 
climatic parameters, and ultimately these changes can affect other components of 
a system, such as water and soil resources. This issue, therefore, highlights the 
importance of assessing the trend of changes in parameters such as temperature 
and precipitation to make well-educated management decisions for the future. 
One of the major sources for studying the future climate is mainly the output of 
atmospheric circulation models. These models are widely used to monitor and 
predict past and future climate changes (He et al., 2019) and assess regional risk 
(Khan et al., 2020), and they can be downscaled by climate-regional techniques 
and models for a specific area. The output data of the Coupled Model 
Intercomparison Project Phase 6 (CMIP6) have recently been released (Eyring et 
al., 2016). Previous models (e.g., CMIP3 and CMIP5) have been extensively 
evaluated and applied in several studies (Maxino et al., 2008; McAfee et al., 2011; 
Rupp et al., 2013; Jiang et al., 2015; Bozkurt et al., 2018; Almagro et al., 2020). 

The results of precipitation evaluation of previous models have indicated that 
the GCM outputs may significantly overestimate or underestimate the observed 
precipitation in different seasons (Johnson et al., 2011; Gouda et al., 2018; Liu et 
al., 2014). Several researchers (Jia et al., 2019; Li et al., 2013; Su et al., 2013) 
analyzed a couple of CMIP5 models and obtained the same result regarding the 
overestimation of precipitation. Jia et al (2019) evaluated 33 atmospheric 
circulation models from the fifth report series at the Tibetan Plateau, and found 
that all models overestimate the precipitation, especially in spring and summer. 

Also, the performance of the models may also be significantly affected by 
the topographic features (Ashiq et al., 2010). For instance, Lv et al. (2020) 
revealed that CMIP5 model simulations overestimate and underestimate 
precipitation in northern and southern China, respectively. 
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The output of the Coupled Model Intercomparison Project Phase 6 (CMIP6) 
are a new phase of climate models. Indeed, these models are GCMs, which have 
been using new scenarios (SSPs) since 2015, with a new set of concentration, 
emission specifications, and land cover scenarios (Gidden et al., 2019) to simulate 
the future climate of the Earth. In this phase, the combination of greenhouse gas 
forcing and socioeconomic trajectories has been employed for the scenarios 
(Riahi et al., 2017). The results of recent regional evaluation studies have shown 
that CMIP6 models have improved and perform better than the previous models 
(Rivera and Arnould, 2020; Gusain et al., 2020). The objectives of this study are 
as follows: 

(i) Investigating the future changes in temperature and precipitation in the 
Samalghan basin located in North Khorasan province by using CMIP6 
models. 

(ii) Evaluating the impact of climate change on these variables in three emission 
scenarios SSP1-2.6, SSP2-4.5, and SSP5-8.5. 
The prediction of precipitation and temperature changes in future gives a 

proper understanding of the status of water resources in this basin and the effects 
of climate change on these resources in the future. Moreover, the right decisions 
can be made in this basin for optimal management of water resources according 
to these changes. 

2. Material and methods 

2.1. Study area 

The Samalghan basin is located in the Atrak catchment in North Khorasan 
province with an area of 1120 km2. This basin includes 321 km2 mountainous 
area, and the rest are plains and aquifers. Its geographical coordinates are 37°24’– 
37°29’ E and 56°37’– 56°59’ N. The highest and lowest points from the sea level 
are 2511 and 511 m, respectively. The geographical location of the Samalghan 
basin in the Atrak catchment area in North Khorasan province is shown in Fig. 1. 
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2.2. Method 

In the present study, daily data are gathered from nine stations including eight 
precipitation and evaporation stations (Darkesh, Shirabad, Inche Olya, Darbande 
Samalghan, Besh Ghardash, Darbande Sankhast, Hesegah, and Resalat) and one 
synoptic station (Bojnourd) during the statistical period 1988–2017. Fig. 1 shows 
the location of the studied stations. The existing models and conducted research 
on the climate of the region are assessed to determine the trend of climate change 
(Yazdandoost et al., 2021). After a comprehensive assessment, four global 
climatic models including MRI-ESM2-0, IPSL-CM6A-LR, CanESM5, and 
GFDL-ESM4 were selected from the set of CMIP6 models. Their specifications 
are presented in Table 1. Then, historical temperature and precipitation data of 
these models for the base period of 30 years (1988–2017) were prepared to test 
the accuracy of these models for the study area. For this purpose, the average 
monthly values of 30-year data of the models are compared with the average 
monthly values of observational data. Mean absolute error (MAE), root mean 
square error (RMSE), mean bias error (MBE), and correlation coefficient (r) are 
applied for comparative analysis. These statistics are computed using Eqs. (1) to 
(4). 
 
 

Fig. 1. Geographical location and meteorological stations of the study area. 
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 = | |, (1) 
 

 = ( )  , (2) 
 
 =  , (3) 
 
 = ( )( )( ) ( )  , (4) 

 
where Oi represents the observational data values, Pi represents the predicted 
values by the model, i and n represent the month, and the number of months, 
respectively. 
 
 
 

Table 1. List of the four CMIP6 models, utilized in the present study 

Horizontal resolution 
Country Institute Model 

Latitude Longtitude 

2.81° 2.81° Canada Canadian Centre for Climate Modeling and 
Analysis CanESM5 

1° 1.25° USA NOAA Geophysical Fluid Dynamics 
Laboratory GFDL-ESM4 

1.25° 2.5° France Institute Pierre Simon Laplace IPSL-
CM6A-LR   

1.125° 1.125° Japan Meteorological Research Institute MRI-ESM2-0 
  

 
 
 
The shared socioeconomic pathways (SSPs) scenarios are parts of a new 

framework for global change to provide integrated analyses of climate impacts, 
vulnerabilities, and adaptation policies (Frame et al., 2018). These scenarios 
enable the users organize assessments of the challenges associated with adaptation 
policies and possible future adjustment (Riahi et al., 2017). The SSP scenarios are 
defined based on the five fundamental approaches of sustainable development, 
regional competition, inequality, growth in fossil fuels, and development based 
on intermediate policies (O'Neill et al., 2017; Rogelj et al., 2018; Estoque et al., 
2020). These scenarios were placed in 5 categories which are known as SSP1 to 
SSP5. The assumptions of SSP1 include sustainable consumption, low population 
growth, increased energy efficiency, faster replacement of renewable energies, 
and more global cooperation. SSP2 assumptions represent intermediate 
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conditions, where the socioeconomic development is in sync with the usual 
conditions. The world of SSP5 is an advanced yet fossil-fueled world, where 
energy-intensive lifestyles are used. 

The SSP1-2.6, SSP2-4.5, and SSP5-8.5 scenarios were selected from the 
available scenarios for two reasons: 

1. Optimistic, intermediate, and pessimistic scenarios are used in the context of 
climate change vulnerabilities and their subsequent responses (Warnatzsch 
and Reay, 2019).  

2. Scenario assumptions of SSP1-2.6 are very close to RCP2.6, SSP2-4.5 to 
RCP4.5, and SSP5-8.5 to RCP8.5, which comparison is possible with 
CMIP5 studies based on the results of this model.  

2.3. Downscaling 

Having large-scale computational cells is the main limitations of using the output 
of atmosphere-ocean general circulation models (AOGCM) as these cells are 
incompatible with hydrological models in terms of temporal and spatial accuracy. 
There are various methods to increase the temporal and spatial accuracy of the 
output of these models, which are termed downscaling. In the present study, the 
proportional downscaling method has been used to eliminate this limitation. In 
this method, monthly ratios are usually obtained for historical data series. 
Therefore, climate change scenarios are first created for temperature and 
precipitation. Then, the values of "difference" for temperature (Eq.(5)) and "ratio" 
for precipitation (Eq.(6)) are computed for the long-term average values of each 
month in the next period 2020–2049 to determine the climate change scenario in 
each model. The base simulation period is determined by the same model (base 
period 1988–2017) for each cell of the computational network (Jones and Hulme, 
1996). 
 
 = , , , , , (5) 
 

 = ( , , , , ) , (6) 

 
which  and  indicate the climate change scenario associated with 
temperature and precipitation, respectively, for the long-term average values of 
30 years per month, and , ,  denotes the 30-year average of temperature 
simulated by AOGCM in the future period for each month, , ,  is the 30-
year average temperature simulated by AOGCM in the same period as the 
observational period for each month. Similarly, precipitation follows the same 
equation and definition of indices. After determining the climate change 
scenarios, the change factor method is used to apply proportional downscaling of 
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the data (Tabor and Williams, 2010; Minville et al., 2008). In the change factor 
method, the climate change scenarios are added to the observational values to 
determine the time series of the climate scenario in the future. 

3. Results and discussion 

3.1. Performance assessment of global climate models 

To evaluate the performance of global climate models of MRI-ESM2-0, IPSL-
CM6A-LR, CanESM5, and GFDL-ESM4 in generating temperature and 
precipitation data, the historical data series of these models are monthly compared 
with observational data of the base period for selected stations in the basin, and 
then statistical measures are determined. The results obtained from the 
performance of the models at these nine stations are presented in Tables 2 and 3. 
In general, the results obtained from the statistical measures indicate a relatively 
good performance of these models in the study area. Selecting the optimal models 
is based on their performance in the basin, therefore, the global climate model of 
the IPSL-CM6A-LR is used to assess the trend of temperature and precipitation 
changes in the future period under scenarios SSP1-2.6, SSP2-4.5, and SSP5-8.5 
according to results. 
 
 
 

Table 2. Values of the statistical measures in the base period for the precipitation variable at 
the selected stations 

Station Model MAE RMSE MBE r 

Inche Olya 

MRI-ESM2-0 0.57 0.66 -0.48 0.89 
IPSL-CM6A-LR 0.34 0.43 -0.27 0.94 

CanESM5 0.47 0.54 0.47 0.86 
GFDL-ESM4 0.61 0.73 -0.42 0.84 

Resalat 

MRI-ESM2-0 0.42 0.48 -0.32 0.91 
IPSL-CM6A-LR 0.20 0.24 -0.11 0.96 

CanESM5 0.63 0.75 0.63 0.82 
GFDL-ESM4 0.57 0.65 -0.26 0.75 

 Besh 
Ghardash 

MRI-ESM2-0 0.58 0.65 -0.49 0.90 
IPSL-CM6A-LR 0.35 0.41 -0.27 0.94 

CanESM5 0.46 0.56 0.46 0.75 
GFDL-ESM4 0.64 0.79 -0.42 0.70 

 Bojnourd 
Synoptic 

MRI-ESM2-0 0.59 0.69 -0.56 0.93 
IPSL-CM6A-LR 0.36 0.45 -0.34 0.95 

CanESM5 0.39 0.50 0.39 0.78 
GFDL-ESM4 0.66 0.81 -0.49 0.74 
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Table 2. Continued 

Station Model MAE RMSE MBE r 

Hesegah 

MRI-ESM2-0 0.38 0.46 -0.25 0.86 
IPSL-CM6A-LR 0.20 0.26 -0.03 0.92 

CanESM5 0.71 0.84 0.71 0.81 
GFDL-ESM4 0.48 0.56 -0.18 0.82 

Darbande 
Samalghan 

MRI-ESM2-0 0.48 0.54 -0.38 0.90 
IPSL-CM6A-LR 0.25 0.31 -0.16 0.95 

CanESM5 0.58 0.68 0.58 0.79 
GFDL-ESM4 0.56 0.68 -0.31 0.77 

Darbande 
Sankhast 

MRI-ESM2-0 0.61 0.72 -0.59 0.88 
IPSL-CM6A-LR 0.39 0.46 -0.37 0.95 

CanESM5 0.38 0.50 0.36 0.81 
GFDL-ESM4 0.63 0.81 -0.52 0.75 

Shirabad 

MRI-ESM2-0 0.31 0.37 -0.19 0.93 
IPSL-CM6A-LR 0.16 0.18 0.02 0.97 

CanESM5 0.76 0.89 0.76 0.83 
GFDL-ESM4 0.51 0.58 -0.13 0.78 

 Darkesh 

MRI-ESM2-0 0.31 0.34 0.05 0.89 
IPSL-CM6A-LR 0.27 0.35 0.27 0.95 

CanESM5 1.00 1.19 1.00 0.80 
GFDL-ESM4 0.50 0.60 0.12 0.75 

 
 
 
 
 
 

Table 3. Values of the statistical measures in the base period for the minimum and maximum 
temperature variables 

Minimum 
temperature

Station Model MAE RMSE MBE r 

Resalat 

MRI-ESM2-0 3.09 3.79 -3.09 0.99 
IPSL-CM6A-LR 1.79 2.34 -1.49 0.99 

CanESM5 5.27 5.86 -1.36 0.77 
GFDL-ESM4 4.25 4.94 -2.79 0.84 

Bojnourd 
Synoptic 

MRI-ESM2-0 2.69 3.12 -2.69 0.99 
IPSL-CM6A-LR 1.68 1.92 -1.09 0.99 

CanESM5 5.08 5.57 -0.96 0.79 
GFDL-ESM4 4.22 4.73 -2.40 0.85 
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Table 3. Continued 

Maximum 
temperature 

Station Model MAE RMSE MBE r 

Resalat 

MRI-ESM2-0 5.31 5.54   5.31 0.99 
IPSL-CM6A-LR 3.84 4.28   1.50 0.99 

CanESM5 8.62 10.19 -5.96 0.73 
GFDL-ESM4 5.15 5.65 -0.21 0.83 

Bojnourd 
Synoptic 

MRI-ESM2-0 3.42 5.57 -1.12 0.99 
IPSL-CM6A-LR 2.71 3.15   2.69 0.99 

CanESM5 9.82 11.74 -8.58 0.75 
GFDL-ESM4 5.56 6.16 -2.83 0.84 

 

 

3.2. The assessment of LARS-WG6 model performance in simulating basin 
temperature and precipitation 

LARS-WG model is one of the most famous models for generating random 
weather data and is used to generate minimum and maximum temperature, 
precipitation and radiation daily in current and future climate conditions. This 
model is more useful than other programs due to the repetition of calculations, 
less need for input data and simplicity and efficiency (Kilsby et al., 2007). Also, 
despite the less complexity of the simulation process and input and output data, 
has a high ability to predict climate change (Semenov and Stratonovich, 2010). 
Additionally, the Long Ashton Research Station Weather Generator, version 6 
(LARS-WG6) was used to dawnscale the precipitation and temperature data of the 
AOGCMs. Data generation by the LARS-WG6 model is performed in three stages: 
calibration, assessment, and meteorological data generation for the future period. 
The results of statistical analysis and assessment criteria show that the highest error 
is associated with precipitation modeling. However, the minimum and maximum 
temperature parameters have been modeled with high accuracy, which is consistent 
with the results of other studies (Hassan et al., 2014; Huang et al., 2011; Liu et al., 
2011). Also, the results indicate that the LARS-WG6 model is perfectly capable of 
simulating the parameters of precipitation, minimum temperature and maximum 
temperature of the studied stations (Table 4). Validation of the efficiency of the 
model by root mean square error, mean absolute error, mean bias error, and 
correlation coefficient between observational data and model output in the period 
(1988–2017) displays that the LARS-WG6 model has the ability to model the 
climate of the previous period of the study basin. 
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Table 4. The assessment results of LARS-WG6 downscaling model in 1988–2017 

r MBE  RMSE  MAE  Station Parameter 
0.96  -0.32  3.18  2.51  Inche Olya

Precipitation 

0.99  1.09  2.86  2.00  Resalat 
0.98  0.61  2.37  1.68 Besh Ghardash
1.00  -1.79  2.52  2.09  Bojnourd Synoptic
0.99  -1.63  2.89  2.29  Hesegah
0.97  0.63  3.63  2.97  Darbande Samalghan
0.98  0.30  3.03  2.21  Darbande Sankhast
0.99  -2.73  3.51  2.81  Shirabad
0.99  -0.48  3.51  2.72  Darkesh 
1.00  0.00  0.19  0.17  Resalat Minimum 

temperature 1.00  0.13  0.20  0.16  Bojnourd Synoptic
1.00  0.03  0.26  0.21  Resalat Maximum 

temperature 1.00  0.03  0.22  0.17  Bojnourd Synoptic

 

3.3. Basin climate change assessment for the 2020–2049 period in the LARS-
WG6 model 

The global climatic model IPSL-CM6A-LR under three scenarios (the optimistic 
SSP1-2.6, intermediate SSP2-4.5, and very pessimistic SSP5-8.5) are considered 
for the period 2020–2049 in the study area based on the results obtained from the 
performance of global climatic models in simulating climatic variables of 
temperature and precipitation on the Samalghan basin and the studied stations. 
Taking the capability of the LARS-WG6 model into account, the output of the 
IPSL-CM6A-LR model is downscaled under the relevant scenarios, and the 
desired parameters are predicted and compared with their values in the period 
1988–2017 (Figs. 2 and 3). 

The assessment of Fig. 2 indicates that the average monthly precipitation in 
all scenarios increases in July, August, and September in all stations, whereas 
different results are observed in other months under these scenarios. The average 
annual precipitation in the desired period is increased compared to the base period 
for the two scenarios SSP1-2.6 and SSP2-4.5. Nonetheless, the average annual 
precipitation has a decreasing trend in the SSP5-8.5 scenario for Besh Ghardash, 
Hesegah, and Darakesh, and it has an increasing trend in other stations (Table 5). 
It should be noted, that the increase in precipitation under the three scenarios 
SSP1-2.6, SSP2-4.5, and SSP5-8.5 in the future period in some stations can be 
mainly due to different assumptions. In general, the increase in temperature in 
mountainous areas is mainly due to the rise in humidity which increases 
precipitation, therefore, it is likely that increased temperature has caused 
precipitation growth in the mountainous area of the Samalghan basin. 
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Besh Ghardash station   

 
Darbande Samalghan station 

 
Darbande Sankhast station  

 
Darkesh station 
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Inche Olya station 

 
Shirabad station 

 
Resalat station 

 

 

Fig. 2. Changes in the average monthly 
precipitation under different scenarios for the 
2020–2049 and the base period 

 
                             Bojnourd Synoptic station 
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Table 5. The average annual precipitation in the base period and under different scenarios (mm) 

Station / Scenario SSP1-2.6 SSP2-4.5 SSP5-8.5 Historical 

Inche Olya 266.97 269.35 246.56 244.52 

Resalat 335.38 335.38 306.29 241.98 

Besh Ghardash 253.73 257.81 236.65 241.98 

Bojnourd Synoptic 237.62 239.62 217.20 215.89 

Hesegah 356.29 359.73 326.54 331.24 

Darbande Samalghan 316.59 317.90 285.96 284.12 

Darbande Sankhast 236.36 238.46 218.27 205.79 

Shirabad 449.56 448.01 411.18 349.85 

Darkesh 474.97 481.76 435.89 438.45 

 
The average minimum temperature of different months in the period 2020–

2049 has increased compared to the base period, however, this increase varies in 
different months and under various scenarios (Fig. 3). The highest increase occurs 
in September under the SSP5-8.5 scenario which are 1.69 °C and 1.62 °C for 
Bojnourd synoptic and Resalat stations, respectively. The lowest increase values, 
however, are 0.07 °C and 0.23 °C in February under the SSP1-2.6 and SSP2-4.5 
scenarios, respectively for Resalat station. The lowest increase values are 0° C 
and 0.33 °C in January under two scenarios (SSP1-2.6 and SSP2-4.5), 
respectively, for Bojnourd synoptic station (Table 6). During this period, the 
values of average annual minimum temperature are 6.91 °C and 6.51 °C for 
Bojnourd synoptic and Resalat stations in the base period, respectively. Moreover, 
the average annual minimum temperature in Resalat station will increase by 10%, 
12%, and 13% under scenarios SSP1-2.6, SSP2-4.5, and SSP5-8.5, respectively. 
Similarly, the average annual minimum temperature in Bojnourd synoptic station 
will increase by 11%, 14%, and 15% under scenarios SSP1-2.6, SSP2-4.5, and 
SSP5-8.5, respectively. 

 

  
Bojnourd synoptic station        Resalat station 

Fig. 3. The average minimum temperature changes under different scenarios (2020-2049) 
and the base period. 
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Table 6. The minimum monthly temperature changes in the period 2020–2049 compared to 
the base period in °C  

Dec Nov Oct Sep Aug Jul Jun May Apr Mar Feb Jan ScenarioStation

0.91 1.04 0.60 1.18 0.62 0.70 0.69 0.94 0.47 0.50 0.38 0.00 SSP1-2.6 
Bojnourd 
Synoptic 1.10 0.81 0.77 1.45 0.95 0.99 1.02 0.86 0.79 0.61 0.52 0.33 SSP2-4.5 

0.43 0.91 0.87 1.69 1.06 1.12 0.96 1.17 1.22 0.98 0.52 0.00 SSP5-8.5 

0.93 0.99 1.05 1.10 0.68 0.96 0.65 0.90 0.61 0.57 0.07 0.30 SSP1-2.6 

Resalat 1.13 0.75 1.22 1.37 1.01 1.26 0.96 0.82 0.92 0.69 0.23 0.64 SSP2-4.5 

0.48 0.86 1.32 1.62 1.12 1.39 0.93 1.13 1.35 1.03 0.22 0.19 SSP5-8.5 
 

 
 
 
 

The value of the average maximum temperature has increased in different 
months under all scenarios compared to the base period, however, this increase 
varies in different months and under various scenarios (Fig. 4). The highest 
increase values are 2.38 °C and 1.86 °C for Bojnourd synoptic and Resalat 
stations, respectively, in April, under the SSP5-8.5 scenario. The lowest 
increase values, however, are 0.14 °C in January under the SSP1-2.6 scenario 
and 0.17 °C in February under the SSP2-4.5 scenario for Resalat station. 
Similarly, for Bojnourd synoptic station, the lowest increase values are 0.16 °C 
and 0.18 °C under two scenarios SSP1-2.6 and SSP2-4.5, respectively in 
February (Table 7). In this period, the average annual maximum temperature 
in Bojnourd synoptic and Resalat stations are 20.03 °C and 22.65 °C in the base 
period, respectively.  The average annual maximum temperature will increase 
4%, 4%, and 5% under scenarios SSP1-2.6, SSP2-4.5, and SSP5-8.5, 
respectively, for Bojnourd synoptic station. Similarly, for Resalat station, this 
increase will be 3%, 4%, and 4% under scenarios SSP1-2.6, SSP2-4.5, and 
SSP5-8.5, respectively. The results of this study are mainly consistent with 
previous studies on climate change in Iran in terms of temperature variability 
in the future (Soltani et al., 2016; Fallah-Gholhari et al., 2019). The results 
showed that temperature data had a better correlation with observational data 
(compared to precipitation data), which represents that temperature has a 
normal probability distribution, is less variable than that of the precipitation. 
However, precipitation is a discrete component and can be affected by various 
factors. Therefore, unlike temperature, precipitation does not have a pattern of 
significant changes in the study area, which is consistent with the results of 
studies by Almazroui et al. (2017), Su et al. (2016), and Tan et al. (2017).  
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Bojnourd synoptic station  Resalat station 

 
 

 

 
Table 7. Maximum temperature changes in the period 2020–2049 compared to the base period 
in ° C 

Dec  Nov  Oct  Sep  Aug  Jul  Jun  May Apr  Mar Feb  Jan  Scenario Station 

0.901.42 0.94 0.69 0.48 0.73 0.68 1.01 1.22 0.48 0.16 0.25 SSP1-2.6Bojnourd 
synoptic 

 
1.27 0.87 0.93 0.77 0.71 1.03 0.91 0.70 1.73 0.45 0.18 0.45 SSP2-4.5 
0.37 1.14 1.00 1.03 0.66 1.08 0.73 1.19 2.38 1.18 0.40 0.12 SSP5-8.5 
0.33 1.43 1.17 0.71 0.30 0.60 0.90 1.19 0.71 0.56 0.16 0.14 SSP1-2.6 

Resalat  0.70 0.95 1.15 0.78 0.54 0.90 1.14 0.87 1.21 0.53 0.17 0.34 SSP2-4.5 
0 1.14 1.23 1.06 0.48 0.95 0.95 1.37 1.86 1.27 0.39 0.01 SSP5-8.5 

 
 
 

4. Conclusions 

In the present study, models of the Coupled Model Intercomparison Project Phase 6 
(CMIP6) are applied to assess changes in climate parameters in arid regions, 
which are more sensitive to climate change. Nowadays, the importance of 
determining the appropriate model that can make future predictions increases with 
the growth of research on climate change. The results showed that temperature 
data had a better correlation with observational data, and precipitation is a discrete 
component. Therefore, unlike temperature, precipitation does not have a pattern 
of significant changes in the study area. Precipitation will increase in the future 
period of 2020–2049 under three scenarios (SSP1-2.6, SSP2-4.5, and SSP5-8.5) 
in July, August, and September at all stations according to the results. This 
increase can be due to increased humidity caused by rising temperatures in the 
mountainous areas under the three scenarios SSP1-2.6, SSP2-4.5, and SSP5-8.5 

Fig. 4. The average maximum temperature changes under different scenarios for the 
2020–2049 and the base period. 
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in the future period at some stations. In general, the average precipitation will 
decrease as we move towards the final years of the future period in all scenarios, 
and this decrease occurs more in the SSP5-8.5 scenario than in the other two 
scenarios. Moreover, the temperature trend in the future period has increased 
under all scenarios compared to the base period. The highest temperature increase 
is in September under the SSP5-8.5 scenario, while the lowest temperature 
increase is in February and January under the SSP1-2.6 and SSP2-4.5 scenarios 
for Bojnourd synoptic and Resalat stations, respectively. Also, the highest 
maximum temperature increase occurs in April under the SSP5-8.5 scenario and 
the lowest maximum temperature increase occurs in January under the SSP1-2.6 
scenario and in February under the SSP2-4.5 scenario for Resalat station. 
Similarly, it occurs in February under the SSP1-2.6 and SSP2-4.5 scenarios for 
Bojnourd synoptic station. The results of this study recommend considering 
temperature variability in water resources management, especially in agricultural 
section to avoid the possible negative effects of climate change in the region.  
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Abstract— Studying the spatiotemporal precipitation characteristics in North Macedonia 
(1951–2010) is important as no spatially concurrent precipitation changes across the 
Balkan Peninsula have been identified. North Macedonia lies at the intersection between 
Mediterranean and continental climate zones and an improved understanding might help to 
better understand the regional precipitation patterns. The analysis shows a spatially 
consistent, high inter-annual variability, which makes trend detection difficult. Statistically 
significant decreasing trends were only found in seasonal precipitation at three stations. 
Changes in all other precipitation series were non-significant. Trends in winter, spring, and 
at annual scale are generally decreasing, whereas in summer are increasing. To better 
understand possible mechanisms behind the observed variability and change, correlations 
with the North Atlantic Ocsillation (NAO) were assessed. Significant and regionally 
concurrent correlations were detected. A strong correlation of the previous winter NAO-
index with spring precipitation was found, which is valuable information for anticipatory 
water resources management in the region. 

 
Key-words: precipitation; trends; Mann-Kendall; Sen's slope; NAO-index; North 
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1. Introduction 

Worldwide studies suggest a human influence on climate and hence on 
precipitation, which demands more advanced monitoring in the situation given 
the inherent climate uncertainty (Alley et al., 2003). Precipitation is the primary 
input to our water resource system, and detailed knowledge is required for water 
resources management. Additionally, precipitation or the lack of it and its changes 
require detailed analysis, as precipitation is one of the main drivers of the extreme 
hydrological events such as floods and droughts in Europe (e.g., Blöschl et al., 
2017, 2019).  

There are already numerous studies about the precipitation characteristics 
and their changes for almost all countries in Europe, but so far, a detailed 
assessment for the country North Macedonia is still missing. Hence this work aims 
to analyze and characterize changes in annual and seasonal precipitation time 
series in North Macedonia. To set the regional context for the current study, below 
the recent scientific findings of precipitation changes for the neighboring region 
of North Macedonia, located on the Balkan Peninsula, are briefly summarized 
below.  

In Bulgaria, located in the east of North Macedonia, the observed seasonal 
precipitation trends for summer and spring are positive. This is opposite to the 
negative trends found for autumn and winter over the period 1901–2001, that was 
used for most of the investigated stations. No conclusive country-wide change 
signal was reported for total annual precipitation. The mountainous region of Rila 
and Pirin, the highest Balkan’s mountains located close the North Macedonian 
border, are showing non-significant downward annual trends for annual 
precipitation sums (significance level of =0.05) (Alexandrov et al., 2004).  

A study in Romania shows mixed results for annual precipitation trends over 
1961–2013, based on a significance level of =0.1. The three mountainous 
stations in the South Carpathians show a significant decreasing annual trend 
(Marin et al., 2014).  

A hydroclimatological change analysis in Greece (south of the study region) 
shows that most (15 out of 17) stations exhibit a non-significant downward trend 
in annual precipitation (only two are statistically significant), and 5 out of 17 
gauges show a statistically significant decreasing trend in winter, for the period 
1961-2006 (for both =0.1 and =0.05) (Mavromatis and Stathis, 2011).  

The annual precipitation totals in Serbia (north of the study area) have a 
strong spatial gradient, and generally decrease from west to east (Milovanovi  et 
al., 2017a). Research on temporal variability in annual precipitation in Serbia for 
1961–2010 indicates a small number of gauges with a statistically significant 
trend ( =0.05) between -5 and +5 mm/decade. The majority of stations in western 
Serbia shows positive trends in annual precipitation, whereas the trends in eastern 
Serbia are predominately mainly negative. Overall, there is an increasing trend in 
annual precipitation in Serbia, although not statistically significant ( =0.05) 
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(Milovanovi  et al., 2017b). The obtained decreases in annual precipitation near 
the border with North Macedonia and Bulgaria (southern Serbia) are moderate 
(mostly < -15 mm/decade).  

The precipitation change pattern is different for seasonal and monthly 
changes in Serbia. Decreasing trends in monthly precipitation sums for February 
(-1.5 to -3 mm/decade) and June (-1.5 to -8 mm/decade) were detected in the 
southern part, near the border with North Macedonia (Milovanovi  et al., 2017b). 
Additionally, a previous study investigating the seasonal changes in precipitation 
in Serbia (1961–2009), detected significant decreasing precipitation trends in 
winter (5/63 stations) and spring (7/63 stations), no statistically significant 
changes in summer, and significant increasing trends in autumn (9/63 gauges) 
( =0.025). Overall, the study concluded that the majority of the precipitation 
changes are statistically non-significant (Lukovi  et al., 2014).  

In Bosnia and Herzegovina (located northwest of the study region), Popov et 
al. (2019) identified three regions with different precipitation regimes using data 
over the period 1961 1990. A spatial gradient with a general decrease in annual 
precipitation from south and west towards the northeast was also determined. The 
same study also showed that two of the identified sub-regions, northwest, 
northeast, east, and the central part of country, have statistically non-significant 
positive decadal trends in annual precipitation for the period 1961–2018 (2.8 – 
6 mm/decade), without information about the significance level. The third region 
located in the south of the country is characterized by strong negative precipitation 
trends (-40 mm/decade). 

In Croatia (also located northwest of the study region at the coast of the 
Adriatic Sea), different seasonal precipitation changes were detected over the 
period 1961–2010. A significant decreasing trend can be found in annual 
precipitation totals in the mountainous region and in several other regions in 
summer, with =0.05 (Gaji - apka et al., 2015). The decreasing annual 
precipitation trends in the Mediterranean and the central part of Croatia are 
statistically non-significant. In the mountainous region, in summer, the trends are 
statistically significantly decreasing (-21 mm/decade), which is opposite to the 
continental region in the Pannonian Plain, which shows a statistically non-
significant ( =0.05) increasing precipitation trend (Gaji - apka et al., 2015).  

Summarizing the above-mentioned studies (but not limited to these), it can 
be concluded that the mountainous parts of the Balkan Peninsula are affected by 
predominately decreasing precipitation trends. This is particularly true for western 
Bulgaria close to the Macedonian border for autumn, winter, and annual 
precipitation, Slovenia (winter), mountainous part of Croatia (summer), Southern 
Serbia (annual), and Greece (winter and annual).  

Overall, the reviewed literature does not allow to discern any spatially 
consistent precipitation changes across the bordering regions of North Macedonia. 
This could be due to the fact that the Balkan Peninsula contains different climatic 
regions and are heavily modified by elevation and relief features.  
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North Macedonia lies at the intersection between the Mediterranean and 
continental climate regions. A detailed analysis of the precipitation characteristics 
and the observed changes in the region will fill the spatial gap and might help to 
provide a better context for the observed regional changes on the Balkan 
Peninsula.  

Additionally, to improve the understanding of the drivers of observed 
precipitation characteristics, precipitation amounts have been correlated with the 
North Atlantic Oscillation (NAO) in several studies for the European region. For 
example, close to the current study region, North Macedonia, past research has 
shown that precipitation sums (over the period 1900-2010) and NAO-index have a 
negative correlation in Italy and Greece, as well as most of the Mediterranean 
gauges (some of which were statistically significant at =0.05) (Philandras et al., 
2011). In Romania, winter precipitation shows a strong negative correlation with 
the NAO-index (Bojariu and Paliu, 2001). A study about the Vojvodina province 
in northern Serbia shows a statistically significant negative correlation between 
precipitation totals and the NAO-index for winter ( =0.1), and statistically 
significant negative correlations ( =0.05) for annual and autumn precipitation sums 
with their respective NAO-index (Toši  et al., 2014). A broader study of the main 
Mediterranean mountains (Atlas, Pyrenees, Alps, Apennines, Dinaric Alps, Balkan 
Mountains, Taurus) by López-Moreno et al., (2011) found a general statistically 
significant negative correlation ( =0.05) between the winter NAO-index and winter 
precipitation for the Balkan Mountains, to which the mountains of North 
Macedonia belong to. However, for the entire country of North Macedonia, a 
detailed investigation is still missing. Such an analysis might provide better context 
of the observed larger regional precipitation variability and changes. 

1.1. Study area 

The country of North Macedonia is located in Southeastern Europe (Fig. 1), more 
specifically in the central part of the Balkan Peninsula and covers an area of 
25 713 km2. The relief is predominantly hilly-mountainous, and the elevation 
ranges from 54 m a.s.l. (in the Gevgelija Basin) to 2 764 m a.s.l. (peak Golem 
Korab on the Korab Mountain), with almost 30 plains and only a few less 
mountain ridges.  

With the help of the geographical latitude and relief conditions, North 
Macedonia can be roughly divided into a larger region with mainly continental 
climate and 2 smaller regions with sub-Mediterranean climate located in the 
south-eastern and southwestern parts of the country. Additionally, areas with 
elevation above 1 100 m a.s.l. with high mountainous climate can be found 
embedded in the larger region with continental climate. Generally, the climate 
transitions from continental to high mountainous with increasing elevation around 
1 100 m a.s.l. (Kendrovski and Spasenovska, 2011; Radevski et al., 2018). 
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The larger region where the continental climate can be felt encompasses the 
Prespa Plain, Kichevo Plain, Kumanovo Plain, Pijanec and Slavishte Plains, Polog 
Plain, and the country largest Pelagonia Plain. In general, the precipitation regime 
of the continental climate region has two distinct precipitation maxima in late 
spring and middle autumn, and several minima, with a primary minimum in 
summer and a secondary minimum and less pronounced winter minimum. The 
smaller sub-Mediterranean region covers the Gevgelija-Valandovo, Dojran Plain, 
and Ohrid-Struga, where the Mediterranean climate influences are strongly felt. 
During some years, the Mediterranean influences are suppressed in certain areas, 
but there are also years when the Mediterranean influences are even felt along the 
valley of the river Vardar to Skopje, along the valley of the river Strumica in the 
Strumica-Radovish Plain.  

The regions with mountain climate can be found in the country’s highest 
mountains, the Shar, Korab, Jablanica, Baba, and Jakupica Mountains, which are 
all located in the western part of North Macedonia in parallel with the plains. In 
the interior of the mountain region with elevations over 2 250 meters, an alpine 
climate can be detected. The regions with mountain and alpine climate have the 
highest precipitation, generally higher than 1 000 mm/year on the highest country 
mountains (Zikov, 1995). The mountainous regions experience a precipitation 
maximum in winter and a precipitation minimum in late summer. 

Generally, with increasing elevation the climate regimes found at the 
precipitation gauging stations change from sub-Mediterranean over a continental 
to high mountainous climate with the exception of Ohrid (station 11), located in 
the southwestern part of the country at the large Ohrid Lake, where even at a 
higher elevation a sub-Mediterranean climate can be detected. 

 

 

Fig. 1. Topographical map of North Macedonia showing the location of the precipitation 
gauges and their annual average precipitation for 1951–2010. 



80 

1.2. Data 

For North Macedonia, instrumental precipitation measurements are only available 
for a few gauges for the first part of the 20th century. Systematic precipitation 
measurements are only available for a higher number of gauges after the Second 
World War. For the analysis, 14 precipitation gauges belonging to the Northern 
Macedonian National Hydrometeorological Service have been chosen that have 
complete data for 60 years (1951–2010). The stations were selected to ensure the 
best geographical coverage possible, whilst also aiming to include measurements 
from precipitation gauges located at a variety of different elevations and good 
coverage of the three climates regions in North Macedonia described above (see also 
Table 1). 
 

 

 

Table 1. Characteristics of precipitation gauges ordered by increasing elevation 

No. Gauge Latitude Longitude Elevation 
[m.a.s.l.] Climatic Region 

1 Gevgelija 41°09’00” 22°30’00” 59 sub-Mediterranean 

2 D. Kapija 41°25’00” 22°15’00” 125 sub-Mediterranean 

3 Strumica 41°26’00” 22°39’00” 224 sub-Mediterranean 

4 Skopje 42°01’00” 21°24’00” 302 continental 

5 Shtip 41°44’00” 22°12’00” 322 continental 

6 Kochani 41°55’00” 22°25’00” 345 continental 

7 Bitola 41°03’00” 21°22’00” 586 continental 

8 Delchevo 41°58’00” 22°46’00” 630 continental 

9 Prilep 41°21’00” 21°33’00” 661 continental 

10 K. Palanka 42°12’00” 22°20’00” 691 continental 

11 Ohrid 41°07’00” 20°48’00” 760 sub-Mediterranean 

12 Berovo 41°42’16” 22°51’13” 827 continental 

13 Mavrovo 41°42’00” 20°45’00” 1 240 high mountainous 

14 Lazaropole 41°32’00” 20°42’00” 1 332 high mountainous 

 

 
 
The 14 precipitation gauges used in this study are located at elevations 

ranging from 59 m a.s.l. to 1 332 m a.s.l. These gauging stations are shown in 
Fig. 1, and their main characteristics are listed in Table 1. The set of precipitation 
stations analyzed includes 2 mountain stations (>1 000 m a.s.l.) located on Bistra 
Mountain in the western part of the country (Lazaropole and Mavrovo). 
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2. Methodology 

2.1.  Analysed precipitation variables 

As this study aims to identify precipitation characteristics and long-term changes, 
five different types of precipitation sum (PS) series were analyzed as indicated in 
Table 2. Note that for the calculation of the winter the precipitation totals, 
precipitation from the December of the previous year was used, hence the winter 
precipitation sum (WiPS) series start only a year later (1952). 
 
 
 

Table 2. Analysed precipitation variables, their abbreviations as used in this study and 
analysis period with months and years. 

Precipitation series Abbreviation Period 
Annual precipitation sum APS 1951–2010 

Winter precipitation sum WiPS XII-II (1952–2010) 

Spring precipitation sum SpPS III-V (1951–2010) 

Summer precipitation sum SuPS VI-VIII (1951–2010) 

Autumn precipitation sum AuPS IX-XI (1951–2010) 

 

 
 

2.2. Test for autocorrelation 

Before analyzing the changes in precipitation records, all the time series were 
checked for autocorrelation, as the existence of either positive or negative 
autocorrelation in a time series can confound the change detection, and hence it 
can lead to a false detection of a statistically significant trend where none may 
exist (Yue 2002). To evaluate the presence of a lag-1 serial correlation, the 
correlation structure of each series used in the trend assessment was assessed 
using plots of autocorrelation function (ACF) at a 10% significance level ( =0.1) 
(not shown). 

2.3. Temporal change 

Following the well-established methodology used in previous published studies 
on precipitation, trends were analyzed, using the widely used non-parametric 
Mann-Kendall (MK) trend test (Mann, 1945; Kendall, 1975) to detect monotonic 
trends and to assess their significance. For the basic significance testing of the 
trends, a significance level ( ) of 0.1 was used. Increasing and decreasing trends 
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were detected according to the sign +/- of the statistics S. Further details of the 
MK test can be found in the Appendix. 

The trend slope  over the precipitation series is estimated with the 
nonparametric Theil–Sen method, which is suitable to detect a nearly linear trend in 
the variable x and is also less affected by non-normal data and outliers (Sen, 1968, 
Hirsch et al. 1982). The slope is computed between all pairs i of the variable x: 

 
 =  ,  (1) 

 

where j>k, j=2,… n, k=1,…, n-1, and i=1…N. For n-values in the precipitation 
series x, it will result in N = n(n-1)/2 values of  (which is the median over all the 
combinations of record pairs for the dataset). The Sen’s slope  is presented in 
mm per decade, with sign + for increasing and – for decreasing trend. 

2.4. Temporal variability 

Knowledge on the temporal variability of a time series helps in the interpretation 
of the trend detection results. If there is high inter-annual variability, the signal to 
noise ratio in the series is large, and hence trend detection needs a long time series 
to allow the detection of statistically significant trends (Wilby, 2006; Murphy et 
al., 2013), or a strong change signal.  

Here the temporal variability of the precipitation series is statistically 
described using the coefficient of variation (CV) and, for the ease of interpretation, 
expressed as a percentage of the mean of the series, thereby showing the long-
term variability from the mean value: 

 
 CV = 100 ,  (2) 

 

where  is the standard deviation and  is the mean of the record of the PS series. 
To evaluate the overall temporal evolution and variability of all PS series 

despite their differences in absolute values, the time series were standardized and 
expressed as standardized precipitation sum anomalies (SPSA): 

 
        SPSA =         (3) 

 
where  is the precipitation sum (mm) aggregated over annual or seasonal 
timescales for an individual year (i),  is the mean of the record of the PS series, 
and  is the standard deviation of the PS series. 

Positive/negative values of SPSA indicate above/below mean precipitation 
sum quantities for the series. For visualization purposes, the SPSA series were 
smoothed using a centered 4-year moving average. Additionally, the changes in 
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resulting trends calculated in Section 3.2 and their statistical significance were 
evaluated by varying the start and end date of the time series. If the trends changed 
considerably, such changes are reported in Section 3. 

2.5. Atmospheric influences 

As previous studies outside the study region have already shown a possible 
influence of the North Atlantic Oscillation (NAO) on streamflow (Birsan, 2015), 
possible connections between the different precipitation sums within the study 
region and the station-based North Atlantic Oscillation Index (NAOI) by Hurrell 
(Hurrell, 2018) are explored over the period 1951–2010 using the Spearman 
correlation. For both, annual, and seasonal analyses (for both PS and NAOI 
series), calculations are based on the seasonal mean values calculated from the 
monthly time series, which are used as input for the correlation analysis.  

The NAOI has been defined as the difference in the sea level pressure 
between the tropical Azores high and polar Icelandic low. The index is expressed 
with two different phases to represent the changes in the atmospheric situations. 
Positive NAO phases are characterized by higher pressure differences between 
the Azores high and Icelandic low and are, on average, responsible for drier 
conditions in Southern Europe. Negative phases characterize a weaker pressure 
gradient between the Azores and Iceland. During this phase, storm tracks move 
southwards towards the Mediterranean Sea, leading to higher precipitation levels 
in Southern Europe (Wallace and Gutzler, 1981). 

Additionally, lagged correlations (i.e., non-matching seasons) between the 
different seasonal NAOI and different seasonal precipitation were performed. 
After initial testing (not shown), the results of the correlations of the winter NAOI 
and the following seasonal precipitations are assessed here in detail, as winter is 
the season with the strongest and most clearly defined NAO patterns. 

3. Results 

3.1. Seasonal precipitation variations 

For most of the stations (Table 3) there is no strong seasonal variations in the 
annual precipitation totals with no season contributions of more than 32% to the 
annual budget. Spring season has generally an average contribution to the annual 
precipitation totals with around 25%. Summer is the driest season, with the lowest 
contribution percentage of ~13%, except in the northeastern part of the country, 
where an above average precipitation contribution can be measured. The wettest 
season on average is autumn, with exception of the mountainous areas that have 
the highest seasonal precipitation contribution in winter. 
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Table 3. Mean annual and mean seasonal precipitation totals in mm. Seasonal values are 
expressed as % of the annual values. Underlined/bold letters indicate the driest/wettest 
seasons, respectively. 

N Gauge Annual total  Winter % Spring % Summer % Autumn % 
1 Gevgelija 696 28.75 25.44 16.10 29.61 

2 D. Kapija 571 29.92 26.25 17.50 26.42 

3 Strumica 583 25.72 25.72 20.24 28.30 

4 Skopje 511 25.42 25.22 22.88 26.40 

5 Shtip 475 21.04 26.93 23.77 28.19 

6 Kochani 505 22.17 26.13 24.94 26.72 

7 Bitola 609 28.26 25.63 17.58 28.42 

8 Delchevo 570 20.36 26.16 26.68 26.68 

9 Prilep 526 23.59 26.64 20.93 28.92 

10 K. Palanka 637 20.87 27.30 26.83 25.11 

11 Ohrid 699 30.91 24.33 13.16 31.62 

12 Berovo 628 22.46 26.28 25.96 25.32 

13 Mavrovo 1044 31.32 25.19 14.08 29.50 

14 Lazaropole 1058 30.62 24.57 14.46 30.34 

 
 

3.2. Temporal change and variability 

The characteristics of the annual precipitation sum (APS) and the results of the 
trend analysis are shown in Table 4. All trends obtained are non-significant (at a 
significance level of =0.1). Non-significant trends range from -17.4 mm/decade 
at Mavrovo to + 9.8 mm/decade at Lazaropole, which are the precipitation gauges 
having the highest mean APS (mean > 1000 mm/year) and being located at the 
highest elevation in this study. However, when examining the total change 
observed in relation to the mean APS, the gauge at Prilep experiences the 
strongest negative change (-16.15%) and Mavrovo exhibits only the second 
strongest negative trend (-10.02% of the mean), whereas Lazaropole still shows 
the strongest positive trend (+5.57%). Overall, negative trends are dominating 
(79%). 

Only 3 gauges showed a statistically significant ( =0.1) positive lag-1 serial 
correlation (Prilep, Ohrid, and Mavrovo), no statistically significant trends were 
detected in the APS series. The temporal precipitation variability found at all 
gauges can be classified as moderate and ranges from 17.9% at (K. Palanka) to 
23.2% at Mavrovo. In the case of stronger interannual variability, the detection of 
statistically significant trends could be confounded. 
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Table 4. Annual precipitation sum series characteristics and trend analysis: mean annual 
sum, Theil–Sen slope  in mm/decade, total change in % of mean, and variability as in % 
of mean. 

N Gauge Mean annual sum  [mm/decade] % Change % Variability 
1 Gevgelija 696 -6.6 -5.7 22.2 

2 D. Kapija 571 -7.2 -7.57 21.6 

3 Strumica 583 -8.1 -8.32 21.5 

4 Skopje 511 0.4 0.41 20.9 

5 Shtip 475 -6.5 -8.17 22.1 

6 Kochani 505 -5.4 -6.36 19.0 

7 Bitola 609 5.2 5.14 20.5 

8 Delchevo 570 0 -0.02 21.3 

9 Prilep 526 -14.1 -16.15 22.8 

10 K. Palanka 637 -2.7 -2.57 17.9 

11 Ohrid 699 -0.7 -0.64 21.4 

12 Berovo 628 -8.6 -8.18 18.4 

13 Mavrovo 1044 -17.4 -10.02 23.2 

14 Lazaropole 1058 9.8 5.57 18.5 

 

 

 

 

None of the seasonal PS series analyzed displayed a statistically significant 
( =0.1) positive lag-1 serial correlation, hence one can assume that the detected 
trends are not confounded by autocorrelation. 

The characteristics and possible changes in seasonal precipitation sums are 
listed in Table 5. For the WiPS, most of the trends are negative (~71%). Only the 
gauge at Shtip shows a statistically significant negative trend of -6.4 mm/decade 
or over the entire period of record a decrease of 38.91% respective to the long-
term winter mean precipitation sum. This percentage change is the highest 
seasonal change value, as in Shtip (Fig. 2), the lowest winter precipitation totals 
are measured. Detecting such change is of importance for the region, as winter in 
Shtip is already the driest season, which is becoming increasingly drier. Similarly 
to the annual change results, Mavrovo again has the highest absolute change value 
(-14 mm/decade), however, the WiPS trend is not statistically significant. The 
positive trends in the WiPS series at a few gauges are weak and do not exceed 
8.3% of the long term-mean. The interannual variability in WiPS is very high 
ranging from 37.5 to 55%. 
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Table 5. Seasonal precipitation sum characteristics and trend analysis: mean seasonal sum, 
Theil–Sen slope  in mm/decade, total change in % of mean, and variability as in % of 
mean. Trends that are statistically significant ( =0.1) are shown in bold. 

N Gauge 
WiPS SpPS SuPS AuPS 

Mean 
sum   % 

Change 
Mean 
sum  % 

Change 
Mean 
sum  % 

Change 
Mean 
sum  % 

Change 

1Gevgelija 200 -4.4 -13.27 177 -7.2 -24.52 112 0.2 1.28 206 -1.8 -5.13
2D. Kapija 167 -0.7 -2.39 150 -2.9 -11.43 100 -0.1 -0.44 151 0.1 0.40
3Strumica 149 0.1 0.60 150 -4.6 -18.30 118 3.3 16.84 165 -3.7 -13.55
4Skopje 128 1.8 8.26 129 -4.8 -22.32 117 5.9 30.04 135 -1.5 -6.57
5Shtip 99 -6.4 -38.91 128 -3.2 -14.82 113 2.7 14.54 134 -1 -4.29
6Kochani 111 -1.7 -9.20 132 -6.4 -28.79 126 0.4 1.69 135 4.1 17.99
7Bitola 172 1.2 4.15 156 1.5 5.93 107 0.2 0.89 173 3.7 12.83
8Delchevo 116 -1.8 -9.39 149 2.0 7.97 152 1.0 3.86 152 0.6 2.27
9Prilep 123 -6.2 -30.12 140 -3.9 -16.73 110 2.8 15.40 152 -0.5 -1.84

10K. Palanka 132 -1.6 -7.36 174 -2.4 -8.14 171 4.3 15.15 160 4.3 16.13
11Ohrid 216 -3.7 -10.38 170 4.4 15.42 92 1.7 11.06 221 2.6 7.00
12Berovo 140 -3.9 -16.82 165 -3.7 -13.57 163 2.5 9.29 159 -0.8 -2.87
13Mavrovo 326 -14 -25.83 263 -1.0 -2.30 147 -1.1 -4.52 308 -2.9 -5.63
4 Lazaropole 323 0.1 0.17 260 0.5 1.17 153 4.4 17.44 321 8.6 16.0 

 
 

 

Fig. 2. WiPS series for Shtip with a statistically significant trend, Sen’s slope estimate, and p-
value. 



87 

In the SpPS series, two statistically significant negative trends were detected 
at Strumica and Kochani (Fig. 3). Although the two gauges do not exhibit the 
strongest negative trend (-4.6 and -6.4 mm/decade, respectively), which can be 
found at Gevgelija with -7.2 mm/decade, they show one of the highest changes 
relative to the long-term mean (-18.3% and -28.79% respectively). The strong 
decrease in Kochani is of importance, as it has the 3rd lowest spring precipitation 
total of the country. The non-statistically significant trends at other gauges range 
from -7.2 to +4.4 mm/year and from -24.52 to +15.42% of the long-term spring 
sum mean. Most of the trends across the country are negative (~71%) with 
particularly gauges that are located at lower elevation (<500 m) showing all 
negative trends (including the two statistically significant trends). 

 

  

Fig. 3. SpPS series and statistically significant trends for Strumica and at Kochani with Sen’s 
slope estimate and p-value. 

 
 
In the SuPS series there are no statistically significant increasing or 

decreasing trends. Overall, the trends are predominately increasing (~86%), 
which is opposite to the WiPS and SpPS. The trends in the SuPS series range from 
-1.1 to +5.9 mm/year. When relating the changes to the long-term mean, the 
negative/positive trends have the smallest/highest percentage of change (-4.52 %, 
+30.04%, respectively). These results indicate, that in general there is a pattern of 
increasing precipitation in summer, the driest season on average, although no 
statistically significant trends could be detected yet. The lack of statistical 
significance could be partly caused by the high temporal variability found in the 
SuPS series (39.7 – 62.4% of the long-term mean), which is the highest found in 
all seasonal series. 

Changes in the AuPS series are inconclusive with no statistically significant 
trends and half of the gauges showing increasing and the other half showing 
decreasing trends. However, the positive trends appear to be slightly stronger both 
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in terms of the absolute values and in terms of the relative changes. As the analysis 
of individual precipitation trends in North Macedonia showed predominately 
inconclusive results, the temporal evolution of the seasonal precipitation series 
across the country are evaluated and shown in Fig. 4. 

The temporal evolution of the SPSA series across all series (Fig. 4) shows 
the high variability of the seasonal PS series over time, which concurs the reported 
statistical results and high variability of the series as listed in Table 5. 

Additionally, from Fig. 4. it is also apparent that the period of record chosen 
has a high influence on the trends obtained (and their statistical significance), 
which is elaborated below (results of the detailed analysis are not shown). All 
examples of statistical significance refer to the significance level of =0.1. For 
example, if the APS series had been analyzed until the early 2000s, statistically 
significant negative trends would have been detected at Gevgelija, Kapija, 
Strumica, Shtip, Prilep (significant until ending 2009), K. Palanka, Berovo, and 
Mavrovo (until 2008).  

 

 

Fig. 4. Standardized and smoothed seasonal precipitation sums (SPSA). Light grey lines  
are the standardized and smoothed 4-year moving average series for individual gauges,  
blue dashed lines are the 5th and 95th percentiles of the standardized and smoothed series, 
and black dashed line is the average across all series. 
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Similar results can be obtained for the WiPS series at Prilep and Mavrovo. 
If the time series had been analyzed until 2009, the detected trend would have 
been statistically significant. The same applies to the SpPS starting 1952 at Skopje 
(ending 2009) and Shtip (ending 2008). If SpPS trends would had analyzed from 
~1960, Gevgelija, Strumica, Skopje, Shtip, Kochani, Prilep, Berovo Marovo, and 
Lazaropole would have been showing statistically significant negative trends, and 
the analysis period would have ended in 2009 or 2010. For the SuPS series non-
significant trends would have been obtained unless for few series beginning 
in1970 and ending around 2000 (e.g., D. Kapija, K. Palanka, and Berovo), which 
indicated significant negative trends for that period. Similarly, if the AuPS series 
had been analyzed until 1995, significant negative trends would have been found 
at Gevgelija, Strumica, and Mavrovo. Hence the trend results (and their statistical 
significance) obtained from the longest available study period, might not be 
representative of the shorter-term variability apparent in the data. 

Furthermore, Fig. 4 shows that (apart from a few gauges and individual 
years) the seasonal precipitation sums at the individual stations follow a common 
coherent pattern of high and low precipitations for each year and season. This 
indicates that there is a likely common driver behind the coherent inter-annual 
variability of the precipitation records. 

3.3. Atmospheric influences 

As discussed earlier, a possible driver of the coherent precipitation change over 
time could be the North Atlantic Oscillation (NAO), which in turn could cause 
the associated shifts in spatial and temporal precipitation patterns. For the full PS 
series, the relationships between the monthly NAO index (NAOI) and monthly 
PS series are assessed using Spearman correlations, as depicted in Figs. 5. and 6. 
Here, negative or positive correlation between precipitation sums and NAOI 
series indicates a lower or higher NAOI, respectively, associated with higher 
precipitation values.  

The correlations between the precipitation and NAOI at an annual scale are 
predominately negative (except for the very weak non-significant positive 
correlation at Bitola). Six out of the seven gauges that are located above an 
elevation of 600 m a.s.l. show a statistically significant negative correlation 
(except for Prilep, which is non-significant), with Lazaropole having the strongest 
Spearman’s rank correlation, rho (rho=-0.114). All stations below 500 m indicate 
a weaker, non-significant correlation. Additionally, most of the stations with a 
significant negative correlation have a high mean annual PS (>620 mm) and a 
continental climate. The exception is Gevgelija, located in the southeast, which is 
the lowest lying station with a pronounced sub-Mediterranean climate. 
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Fig. 5. Spearman's rank correlation (rho) between the mean of the monthly PS series and the 
mean of the monthly NAOI evaluated at an annual timescale. Elevation is shown in m a.s.l., 
blue/red color represent positive/negative correlations. Size of triangles indicates magnitude of 
correlations (based on upper and lower absolute correlation value), significant correlations 
( =0.1) are shown by white stars. 

 
 

In the seasonal correlation analysis (Fig. 6), the absolute correlation values 
are much higher than in the annual evaluation. Winter, summer, and autumn show 
a consistent spatial correlation pattern, having the same correlation sign 
countrywide. In winter and autumn, the correlations are all negative (9 and 7 
gauges, respectively, are statistically significant), whereas in summer all 
correlations are positive (12 significant). Spring season has a more spatially 
distinct pattern of positive (non-significant) correlations in the central and 
negative correlations on the eastern and western sides of the country (3 of which 
are significant). As a general pattern, one can also observe that in spring, the 
correlations between precipitation totals and the NAO change with increasing 
elevation from statistically non-significant positive to significant negative 
correlations. 

In winter, statistically significant negative correlations can be found at higher 
elevations. For many of these stations, winter is the season with the lowest 
percental precipitation (% of annual total) with exception of the stations in the 
western part which receive the highest amount of precipitation. In lower lying 
areas the correlations are non-significant.  In autumn, the low-lying stations 
located in the centre of the country with low seasonal precipitation show a 
statistically significant negative correlation, although negative correlations are 
also found in the rest of the country. 
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Fig. 6. Spearman's rank correlation between the mean of the monthly PS series and the mean of 
the monthly NAOI evaluated at a seasonal timescale. Symbols and elevation are as in Fig. 5. 

 
 

In summer, which is generally the driest month, all correlations are positive 
(most of which are statistically significant). It should also be noted that at Bitola, the 
summer precipitation-NAOI correlation value (rho=0.495) is the highest obtained 
among all stations and seasons. Hence, the contribution of summer is strongly 
reflected on an annual scale leading to a positive correlation as shown in Fig. 5.  

When performing lagged correlations, i.e., correlating the previous NAOI 
with the seasonal precipitations (i.e., with spring, summer and autumn), the 
correlation results only improve for the spring season (Fig. 7). Instead of having 
mixed spatial correlations across the study region in spring (when correlated with 
the same season NAOI), now spatially consistent negative correlations emerge. 
Also, the number of gauges showing statistically significant trend increases to 11. 
Overall, the strength of correlation also increases, apart from the 2 gauges 
(Kochani and Lazaropole) that had strong and statistically significant correlations 
when spring precipitation is correlated with the same season NAOI. Lazaropole 
(gauge located at the highest elevation) does not show a significant correlation 
with the NAO anymore 
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Fig. 7. Spearman's rank correlation between the mean of the monthly SpPS series and the 
 mean of the previous monthly winter NAOI (1952–2010). Symbols and elevations are as in 
Fig. 5. 

 

4. Discussion 

The results obtained for the detailed analysis of annual and seasonal precipitation 
sums for the study region North Macedonia show that in the analyzed 60-year 
period (1951–2010), precipitation trends in North Macedonia have a spatially 
non-coherent pattern of predominantly significant or non-significant downward 
trends (except for the summer season with increasing trends) (Tables 3 and 4).  

This outcome for North Macedonia concurs with the results of existing 
regional studies around the study region. This is particularly evident for the 
decreasing trends in annual precipitation in Croatia, Serbia, and Greece.  

The study of the Mediterranean (Philandras et al., 2011) shows also 
decreasing trend in annual precipitation sums, especially in Southern Europe. 
There is no spatial similarity with the other neighboring countries, especially for 
annual precipitation in Bulgaria and Romania, where the trend results are of mixed 
direction (Marin et al., 2014). Comparing our annual change results with those of 
Serbia (Milovanovi  et al., 2017b), near the North Macedonia border, the trends 
are non-significantly decreasing in both countries. 

The downward annual precipitation tendencies found in the southeastern 
moderate Mediterranean stations Gevgelija, Demir Kapija, and Strumica, 
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correspond to the majority of negative trends found in Greece (Mavromatis and 
Stathis, 2011).  

This seasonal study results of North Macedonia, and a previous research of 
a wider region predominately have a negative trend in winter (although mostly 
not statistically significant), which was also noted in Romania (Marin et al., 
2014), Bulgaria (Alexandrov et al., 2004), Serbia (Lukovi  et al., 2014), Dalmatia-
Croatia (Gaji - apka et al., 2015), and Greece (Mavromatis and Stathis, 2011). 
The spring trend results are predominantly positive in Bulgaria (Alexandrov et al., 
2004) and Greece (Mavromatis and Stathis, 2011), negative in North Macedonia 
and Serbia (Lukovi  et al., 2014), while predominantly positive summer trends 
are detected in Bulgaria (Alexandrov et al., 2004) and North Macedonia, and 
negative trends in Croatia (Gaji - apka et al., 2015) and Serbia (Lukovi  et al., 
2014). The autumn results are miscellaneous trends in North Macedonia, positive 
in Serbia (Lukovi  et al., 2014), and negative in Bulgaria (Alexandrov et al., 
2004).  

Overall, the analysis of the temporal evolution of precipitation changes in 
North Macedonia show that there is strong inter-annual variability that has the 
potential to statistically influence the trend detection. Hence, one should not focus 
on one single time period to assess trends and their statistical significance. This 
strong variability could also explain why it is currently difficult to identify larger 
scale similarities in observed precipitation changes, when comparing with 
neighboring countries, as different time periods were used for the assessment. 
Additionally, trend signals obtained (although they are not statistically 
significant) should be taken into consideration, particularly if the entire country 
shows a spatially concurrent same sign of change, when analyzed with different 
start and end years. 

The detailed analysis has shown that although relatively close to each other 
(13 km distance) and similar in mean annual and seasonal precipitation totals, the 
two mountainous stations (Mavrovo and Lazaropole) exhibit a very different 
precipitation change patterns. The only significant difference between these two 
mountain gauges is the direction in which the slope of the mountain faces. The 
mountain side on which Mavrovo station is located faces northward and 
Lazaropole station faces southward. The difference in slope direction and hence 
different climatic drivers could be the reason why different change signs and 
magnitudes have been detected at these stations. However, the detailed reasons 
for this phenomenon are beyond the scope of the current study, and should be 
investigated in future research. The current study also found that the North 
Atlantic Oscillation (NAO) seems to have an influence on the annual and seasonal 
precipitation sums in the region, based on the correlations obtained. To the authors 
knowledge, there is no study directly investigating the effects of the NAO to 
precipitation in the broader region in which the study region is located. However, 
in a study in Romania (Birsan, 2015), strong negative correlations between the 
NAOI and the mean annual streamflow have been found in western and southern 



94 

parts of the country. Positive correlations were found in plain lowland stations 
and no significant correlations were found for mountain gauges. 

At an annual scale, the correlation of the NAOI and precipitation sums can 
be classified as a weaknegative correlation, which is strongest at the stations 
located at higher altitude (above 600 m), except Bitola, which is positively 
correlated. Winter and autumn are negatively correlated with the NAOI for all 
stations, summer is positively correlated for all stations in the country, whereas 
the results for spring are variable. With increasing elevation, the climate regime 
changes from sub-Mediterranean to mountainous. Similarly, the detected negative 
correlations with the NAOI become stronger in annual and winter precipitation 
sums and change from statistically not significant to significant. Similar change 
with increasing elevation can also be seen in spring, were the correlations change 
from statistically non-significant positive to statistically negative. In summer, 
there is no change across the climate regions, and all correlations are significantly 
positive. The negative correlations of the NAOI with winter precipitation obtained 
in this study are in line with previous results obtained at mountain gauges in the 
Mediterranean region (López-Moreno et al., 2011). This is likely due to the fact 
that the winter NAO is stronger than that of the other seasons, which has already 
been pointed out in previous studies (Hurrell, 1995). This indicates stronger 
contribution of winter and autumn correlations in shaping the picture or the annual 
correlations.  

The analysis also discovered a strong influence of the winter NAO even on 
the spring precipitation in North Macedonia (negative correlations) which means 
that for anticipating spring precipitation, the previous winter NAO might be a 
valuable source of information. This should be further explored in future studies. 

5. Summary and conclusion 

This study has provided an analysis of annual and seasonal precipitation 
characteristics and their changes in North Macedonia. The results are generally 
concurrent with the past studies for the southeastern and Mediterranean regions 
and time periods of study, with a few exceptions that might be due to different 
methods or time periods used for the different analyses.  

One of the important findings is the strong, statistically significant, 
decreasing trend (-6.4 mm/decade) in Kochani (spring precipitation) and in Shtip 
(winter), as the gauges are located in the most arid mid-eastern part of the country, 
and low seasonal precipitation is becoming even lower. Apart from this important 
finding, no overarching large-scale changes could be detected. Hence, an 
overarching study across all the Balkan states using similar data and consistent 
methodology with the aim of identifying and better understanding of the  
precipitation characteristics and their spatiotemporal changes in the wider region 
will be needed. Such a larger scale study might also allow for better insights, if 
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the predominant statistically non-significant changes identified in this study are 
just locally non-significant (e.g., due to high inter-annual variability in the records 
at specific gauges), or if the lack of significant trends due to the high variability 
in precipitation is part of a larger scale regional picture. Additionally, the lack of 
large-scale consistent change signal could also be caused by the high variability 
of landscape features, which results in strong spatial gradients in the climatology 
of the area (three different climate regimes), making it impossible to obtain a 
concurrent spatial change signal. Therefore, a lack of spatial consistency in trends 
should not be interpreted as a lack of actual changes, but rather highlights the 
importance of further research in this topic. 

The decreasing precipitation trends found in most of the seasons over the 
period 1951–2010 in North Macedonia highlight the need for improved water 
management lead by the state authorities, especially in the central and the eastern 
arid parts of the country. Future studies should hence focus on a more detailed 
analysis of change in additional precipitation indices (e.g., extremes and spells) 
to better understand the possible effects of a changing climate. Additionally, 
further studies are needed for informing water management and agricultural plans. 
Moreover, planning for new water infrastructure, to store water in winter and 
spring for the drier summer season is very important because of decreasing 
precipitation in the arid parts of the country.  

This study has also shown that the annual and seasonal precipitation sums in 
North Macedonia show a high correlation with the North Atlantic Oscillation. A 
strong correlation of the previous winter NAOI with spring precipitation was also 
found, which indicates the possibility for anticipating the magnitude of spring 
precipitation one season ahead. This lagged correlation with the NAOI might be 
a valuable source of information for water resource management, but it needs to 
be further explored. However, for such future work, a wider network of 
meteorological stations is needed, reflecting the variety of climatological regimes 
in the study region. Unfortunately, the number of working meteorological stations 
is decreasing since the 1990s. To allow future research on this important topic, 
the re-establishing of the meteorological and precipitation gauging network in 
North Macedonia for obtaining high-quality climatological data is needed. 
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Appendix 

The Mann-Kendall (MK) test allows testing two hypotheses: H0 - There is no 
significant trend in the time series and Ha - there is a significant trend in the time 
series. To test the hypotheses the computation of MK S statistics is required, 
which is determined as follows: 
 
 =   ,  (1) 
 
where 

  sgn =  1   > 00  = 01    < 0. (2) 

 
In the formula  and  are the time series of annual/seasonal values of 

precipitation sums in years j=i+1, i+2, i+3, and i=1, 2, 3,…, n-1, where j>i, and 
n is the last year of the time series. A positive value of S indicates an increasing 
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trend and a negative value indicates a decreasing trend in the precipitation time 
series. 

       =    > 00  = 0        < 0  ,  (3) 

 
where Z is normalized/standard test statistics, 2 is the variance of a near normally 
distributed statistics S for n  10. For measuring the significance of the 
precipitation trend, the p-value was computed (significance level =0.1). Hence, 
if the p-value is lower than 0.1 Ha is accepted, and a positive or negative trend is 
considered to be statistically significant. If p>0.1, H0 is accepted, which means 
there is no statistically significant monotonic trend in the precipitation time series. 
 
 =  1   .  (4) 
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Abstract— National parks in Serbia are sensitive to various types of natural hazards that 
are becoming more frequent and having a significant negative impact on the environment. 
The present study examines the effects of weather conditions on wildfires in the national 
parks (NPs) Tara, Djerdap, and Kopaonik using data from meteorological stations and 
applying climate indices based on air temperatures and precipitation. It examines the 
variability of fire occurrence dynamics, which depend on changes in the forest aridity index 
(FAI), the De Martonne aridity index (IDM), and the Lang’s rain factor (AILang) during the 
period 2005−2021.  

The highest number of fire occurrences was recorded in NP Tara and NP Djerdap, 
and the lowest in NP Kopaonik. The risk of fire was greatest during September (27.5%) 
and August (18.1%), when air temperatures were high and precipitation was low. The 
fire season was longest in NP Djerdap (February−December) and NP Tara 
(March−November), and shortest in NP Kopaonik (April−August). 

Due to the weak correlation between the annual number of fires and individual values 
of climate variables and climate indices, multiple linear regression (MLR) models were 
developed. The highest correlation and coefficient of determination were obtained using 
temperature, precipitation, IDM, and AILang as predictors for NP Tara and NP Djerdap but 
not NP Kopaonik, where only three wildfires were recorded. 

Key-words: climatic conditions, fire in nature, national park, Serbia  
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1. Introduction 

The natural resources of national parks are of exceptional importance, so more 
and more attention is being given to their preservation and protection. Protected 
natural areas contribute to society by preserving biological diversity and 
providing areas for recreation, science, and education. Efforts are, therefore, being 
made to ensure that this remains the case (Rada and Marquina, 2008). 

The forest ecosystems of national parks are increasingly sensitive to changes 
that occur as a result of numerous natural and anthropogenic factors. The 
sustainability of a forest ecosystem depends to a significant extent on these 
influences. For instance, certain stress factors, by their intensity and frequency, 
can lead to a weakening of the vitality of certain plant species and eventually cause 
them to become extinct. As pointed out by the Centre for Research on the 
Epidemiology of Disasters (CRED), the Munich Reinsurance Company, and the 
Swiss Re Group, forest fires are generally classified into a group of natural 
climatological disasters, where wildfires are perceived as forest fires and land 
fires (Luki  et al., 2013). Therefore, wildfires are potentially the most destructive 
type of natural disaster in forested areas (Bowman et al., 2009). Climate 
conditions play a key role in the determination of the fire regime in the given area. 
The pronounced effects of climate change on forest fires were also highlighted by 
Rosavec et al. (2022). During 2022, the Intergovernmental Panel on Climate 
Change (IPCC) indicated that global warming effects tend to increase the number 
of forest fires around the world (IPCC, 2022), and there are many studies outlining 
the potential impacts of climate change on the risk of forest fires in the southeast 
Europe (e.g., Novkovi  et al., 2021). 

According to Gigovi  et al. (2019), positive trends in both the number of 
forest fire events and burned areas have been confirmed in Europe during the last 
few decades. In relation with climate variability, during the high air temperature 
summer months, the number of forest fires in Serbia has been increasing as well 
(Novkovi  et al., 2021). Since forest area in the Republic of Serbia covers 
approximately 31.1% (27,200 km2), protected natural areas are particularly 
vulnerable to forest fires and require special scientific attention (Gigovi  et al., 
2019). 

National parks in Serbia are threatened by various natural hazards. 
Dragi evi  et al. (2011) state that this risk varies according to the territory. Toši  
et al. (2019) point out that Serbia is susceptible to wildfires, and their number is 
increasing. Fires in nature often have unpredictable and far reaching consequences 
(Toši  et al., 2019). Several studies (Abatzoglou and Kolden, 2013; Bessie and 
Johnson, 1995; Littell et al., 2009) have shown that weather is the most variable 
and biggest driver of fire hazard. Skvarenina et al. (2003) claim that 
meteorological factors play a key role in affecting wildfire occurrence and 
behavior. For de Angelis et al. (2015), fire regimes are strongly related to weather 
conditions that directly and indirectly influence ignition and propagation. 
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Meteorological conditions such as long periods without precipitation help create 
conditions for the development of forest fires (Cane et al., 2008). The frequency, 
size, intensity, periodicity, and type of fire depend on the weather and climate, 
along with the structure and composition of the forest (Dale et al., 2001). Weather 
alone can cause a forest fire, and when it does, can control its behaviour (Van 
Wagner, 1987). 

Flannigan et al. (2016) suggest that weather and climatic elements (e.g., 
temperature, precipitation, wind, and atmospheric moisture) are critical aspects of 
fire activity. Climate has a strong influence on the activity, frequency, and 
probability of the occurrence of fire in nature (Urbieta et al., 2015; Jolly et al., 
2015; Pérez-Sánchez et al., 2017). 

Large forest fires are more frequent in areas with natural value. These have 
the highest level of state protection precisely because they are characterised by 
disasters. A case study of NP Djerdap in 2011 showed that the occurrence of 
large forest fires was strongly influenced by climatic conditions (Živanovi  and 
Toši , 2020). When the dry season is longer, especially in periods when the air 
temperature is extremely high, the risk of fire is higher (Živanovi  et al., 2020b; 
Živanovi , 2017, Toši  et al., 2020). By contrast, the danger of fire is lower 
during extremely wet periods (Chandler et al., 1983; Dimitrakopoulos et al., 
2011; uri  and Živanovi , 2013; Toši  et al., 2019; Živanovi , 2021; 
Živanovi  et al., 2020). 

The present study aimed to determine the vulnerability of national parks in 
the territory of Serbia from fires in nature based on the dynamics of forest fires 
and selected climate indices. It is hoped that the findings will help the relevant 
services to develop an effective forest fire prevention system.  

2. Materials and methods 

2.1. Study area and data 

The territory of Serbia is located in the southeastern part of Europe and covers an 
area of 88 499 km2. The total forest coverage in the Republic of Serbia is 29.1% 
(Bankovi  et al., 2009), 1.8% of which comprises national parks. The present 
study examined parks in central Serbia: NP Djerdap, NP Tara, and NP Kopaonik 
(Fig. 1). Basic data on all three are presented in Table 1. 
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Fig. 1. Location of NP Tara, Djerdap, and Kopaonik in the Republic of Serbia. 

 
 
 
 

 
Table 1. Basic data of selected national parks Djerdap, Tara and Kopaonik 

National 
park 

Forest area (ha) 
Altitude (m) Relative 

height (m) 
Forest cover 

(%) Forest (all) State forest 

Djerdap 63 786 45 455 45 – 803 758 64 
Tara 24 992 13 589 291 – 1591 1,300 80 
Kopaonik 11 969   9 863 640 – 2 017 1 377 62 

 
 
 
 

National park Djerdap is located in the northeastern part of central Serbia. It 
includes some of the Djerdap Gorge and the Severni Ku aj, Miro , and Štrbac 
massifs. It covers the municipalities of Golubac, Majdanpek, and Kladovo (Law 
on National Parks, 2018). 

National park Tara is located in the western part of Serbia. It covers an area 
limited by the Drina river, between Višegrad and Bajina Bašta, and includes the 
Zvezda, Crni vrh, and Ravna Tara mountains (Law on National Parks, 2018). 
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National park Kopaonik is located in the southern-central part of the country 
and covers the highest parts of the Kopaonik mountain and the basins of the 
Samokovska, Gobeljska, Brze ka, and Barska rivers. It extends to the 
municipalities of Raška and Brus (Law on National Parks, 2018). 

The location of meteorological stations and their latitude, longitude, and 
altitude are listed in Table 2. 

 
 
 
Table 2. Location of meterological stations in the national parks (latitude, longitude, and 
altitude) 

National park Meteorological station Latitude (N) Longitude (E) Altitude (m) 

Djerdap Veliko Gradište 44° 45’  21° 31’ 82 
Tara Bajina Bašta 43º 58’ 19º 34’   270 
Kopaonik Kopaonik 43º 17’ 20º 48’ 1 711 

 
 
 
 
 
To consider the climatic characteristics of the NPs, we used the average 

monthly and annual values of air temperature and precipitation from three main 
meteorological stations for the period 2005−2021. The data were retrieved from 
the Republic Hydrometeorological Service of Serbia (RHSS, 2021). Fire data were 
retrieved from the competent fire protection services in each of the NPs. 

2.2. Methods 

2.2.1. Climate indices 

Selected climate indices such as the De Martonne aridity index (IDM), Lang aridity 
index (AILang) and the Forestry Aridity Index(FAI) based on air temperature and 
precipitation data were used since these indices are the most suitable for analysis 
of climate conditions over the territory of the Republic of Serbia (based on 
previous studies) (e.g., Hrnjak et al., 2014; Gavrilov et al., 2019; Radakovi  et 
al., 2018; Ba evi  et al., 2017).  

The annual values of IDM (de Martonne, 1925), AILang (Lang, 1920), and FAI 
(Führer et al., 2011), are obtained from the following equations: 

 
 = , (1) 
 
 = , (2) 
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 = , (3) 
 

where P is the annual precipitation (mm), T is the annual mean temperature (°C), 
TVII  VIII is the average temperature in July and August (°C), PV VII is the 
precipitation total from May to July (mm), PVII VIII is the precipitation total for 
July–August (mm), and c = 100 mm/°C is the constant. The classification of 
climate according to Lang is given in Table 3. The classification of the IDM is 
given in Table 4. The FAI and the average weather conditions of four different 
climate categories are shown in Table 5. Unlike the IDM, humidity rises with a 
decrease in the value of FAI and vice versa (Gavrilov et al., 2019). The monthly 
aridity index values are determined using AILang and IDM indices. AILang index is 
based on the hypothesis that warmer air temperatures lead to soil and air dryness 
if there is not enough precipitation and/or groundwater recharge. On the other 
hand, the IDM is one of the best known and widely used aridity/humidity indices 
in applied climatology for climate classification (De Martonne 1925; Croitoru et 
al., 2012). The FAI is a very good parameter for presenting climate conditions 
during the yearly forests’ growth, which is very important for forestry 
management (Gavrilov et al., 2019). 

 
 

 
Table 3. Climate classification according to Lang (1920) 

Value of AILang Types of climate 

  0 – 20 
Arid 

 20 – 40 
 40 – 60 Semi-arid 

 60 – 100 Semi-humid 
100 – 160 Humid 
      > 160 Perhumid 

 
 
 

Table 4. The De Martonne index (IDM) classification 

Values of IDM Types of climate 

       IDM < 10 Arid 
10  IDM < 20 Semi-arid 
20  IDM < 24 Mediterranean 
24  IDM < 28 Semi-humid 
28  IDM < 35 Humid 
35  IDM < 55 Very humid 
         IDM > 55 Extremely humid 
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Table 5. Meteorological features of forestry climate categories 

FAI values Forestry climate categories 

       < 4.75 Beech climate 
4.75 – 6.00 Hornbeam-oak climate 
6.00 – 7.25 The sessile oak/Turkey oak climate 
        > 7.25 Forest-steppe climate 

 
 
 
 
 

2.2.2. Multiple linear regression (MLR) models  

Multiple linear regression models were used to establish the relationship between 
the number of fires and climate variables and indices. Meteorological variables 
and climate indices were used as predictors (independent variables), and the data 
on forest fires as the predicted variable. The models were calibrated for the first 
10 years (from 2005 to 2015) and validated for the remaining five years (from 
2016 to 2021). The model efficiency coefficient (MEF), Pearson’s correlation 
coefficient (r), and coefficient of determination (R2) were used to assess the 
predictive power of the model (Cohen et al., 2002). The Nash–Sutcliffe efficiency 
can range from -  to 1. The model is perfect when the efficiency is 1 (Nash and 
Sutcliffe, 1970). The R2 ranges from 0 to 1, with a perfect fit being equal to 1. 

2.3. Climate characteristics of national parks 

2.3.1. Basic characteristics of air temperature 

The temperature regime is a basic feature of the climate of an area and has a direct 
and/or indirect influence on the values of other climatic elements. Periods of high 
air temperature represent a very pronounced danger for the occurrence of fires in 
nature (Živanovi  et al., 2015). Average monthly and annual values of air 
temperature in Serbian NPs are given in Table 6 (www.hidmet.gov.rs). The 
following conclusions can be drawn from the data on their mean monthly and 
annual air temperature values: 

– The highest annual air temperature values were recorded in NP Djerdap (12.3 

oC) and the lowest in NP Kopaonik (4.6 oC). The difference in average annual 
air temperatures of 7.7 oC may have had a significant impact on the 
frequency and intensity of forest fires in both parks.  

– The highest mean monthly air temperatures were during July in NP Tara (21.9 
oC) and NP Djerdap (23.2 oC), and in August in NP Kopaonik (13.3 oC). 
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Table 6. Mean monthly and annual air temperature in national parks of Serbia during the 
period 2005–2021 

Met. 
station 

Month 
Annual 

1 2 3 4 5 6 7 8 9 10 11 12 

Veliko 
Gradište 0.9 2.7 7.1 12.7 17.0 21.1 23.2 22.4 17.7 12.0 7.6 2.4 12.3 

Bajina 
Bašta 1.2 3.5 7.3 12.2 16.2 20.0 21.9 20.4 16.4 11.8 7.1 2.4 11.9 

Kopaonik -4.7 -3.7 -1.5 3.3 7.5 11.6 13.1 13.3 9.6 5.3 1.8 -2.9 4.6 
 

 

 

 
 

2.3.2. Basic characteristics of precipitation 

Precipitation was irregularly distributed in time and space with regard to 
atmospheric processes and relief features. Trabaud (1980) states that the amount 
and distribution of precipitation is an important climatic element that affects the 
occurrence of fires. The number of fires decreases exponentially with the height 
of precipitation. The latter, whether in surplus or deficit, directly influences the 
state of fuel material in the forest, thereby reducing the risk of fire and vice versa 
( uri  et al., 2013). Table 7 shows the mean monthly and annual precipitation 
total at meteorological stations in the NPs under study for the period 2005−2021 
(www.hidmet.gov.rs). The annual precipitation totals, which reflected the 
differences in altitude, were highest in NP Kopaonik (1087.3 mm) and lowest in 
NP Djerdap (684.2 mm). Table 7 shows that precipitation was at its highest during 
May and June. Winter was drier than summer in all three NPs.  
 
 
 
 
 

Table 7. Mean monthly and annual precipitation in national parks of Serbia during the 
period 2005–2021 

Met. 
station 

Month Annual 1 2 3 4 5 6 7 8 9 10 11 12 
Veliko 
Gradište 55.8 48.6 51.4 52.6 87.3 69.3 81.3 54.1 44.5 90.0 43.5 55.2 684.2 

Bajina 
Bašta 46.2 60.0 65.4 55.6 95.6 94.8 74.1 70.8 58.2 66.1 52.8 66.4 720.3 

Kopaonik 86.7 68.0 101.2 88.4 128.9 115.7 94.0 77.7 72.6 91.3 73.1 89.0 1087.3 
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3. Results and discussion 

3.1. Analysis of climate indices 

With the help of different drought indices, dry periods (in terms of humidity) can 
be determined, particularly, when the occurrence of forest fires is pronounced 
(Živanovi , 2021). Toši  et al. (2020) argue that the risk of fire is greater when 
the dry season is longer, especially during periods, when the air temperature is 
extremely high. The values of the climate indices in terms of aridity for 
2005−2021 can be seen in Table 8. 

 
 
 
Table 8. Climate classification according to the aridity index 

Climate index 
Meteorological station 

Veliko Gradiše Kopaonik Bajina Bašta 

Lang's rain factor 
(AILang) 

Semi-arid 
(AILang = 57.1) 

Perhumid 
(AILang = 244.8) 

Semi-humid 
(AILang = 68.6) 

De Martonne aridity index 
(IDM) 

Humid 

(IDM = 31.3) 

Extremely humid 

(IDM = 74.9) 

Very humid 

(IDM = 37.2) 

Forest aridity index 
(FAI) 

Forest-steppe climate 
(FAI = 7.6) 

Beech climate 
(FAI = 3.0) 

Forest-steppe climate 
(FAI = 6.0)  

 
 
 
Figs. 2, 3, and 4 show the values of the climate indices during the period 

2005−2021. The multiannual values of the drought index for the period 
2005−2021 indicate an exceptional diversity of climatic conditions and a 
relatively large variation in values during certain years. On the basis of AILang 
(Fig. 2), it may be concluded that a semi-arid climate prevailed in NP Djerdap 
during 2005−2021. The lowest values of this index were recorded in NP Djerdap 
in 2011 (AILang = 33.4), and the highest in NP Kopaonik in 2005 (AILang = 340.5). 

High FAI values were recorded in 2012, 2013, and 2015 (Fig. 3), and small 
values in 2014. The FAI values were extremely high for NP Kopaonik, which 
indicates that its forest ecosystems were the least affected of the three. 

Fig. 4 shows that the IDM was low for 2011 indicating extremely dry 
conditions. Extremely wet conditions pertained in 2014, with IDM values ranging 
from 41.8 in Veliko Gradište to 89.5 in Kopaonik (Fig. 4). According to the  
De Martonne’s aridity index, the humidity conditions for 2011 corresponded to 
the conditions of a semi-arid climate at the Veliko Gradište measuring site 
(Fig. 4). In NP Kopaonik, 2011 was extremely humid. 



108 

 
Fig. 2. Values of the Lang’s rain factor (AILang) at the meteorological stations in the national 
parks of Serbia during the period 2005–2021.  

 
 
 
 
 
 

 
Fig. 3. Values of the forest aridity index (FAI) at the meteorological stations in the national 
parks of Serbia during the period 2005–2021. 
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Fig. 4. Values of the De Martonne aridity index (IDM) at the meteorological stations in the 
national parks of Serbia during the period 2005–2021.  
 
 
 
 
 
 
 
 
Figs. 2, 3, and 4 show that favorable conditions for fire existed in 2007, 2012, 

and 2015. These were warm years, as was confirmed by the climatic conditions 
on the synoptic scale (Fig. 5). Annual temperature anomalies across Serbia were 
positive: 0.9 °C in 2007 (Fig. 5a), 1 °C in 2012 (Fig. 5c), and 1.25 °C in 2015 
(Fig. 5d) when compared with the period as a whole. The only negative 
temperature anomaly was in 2011 (Fig. 5b). In the same year, a negative 
precipitation anomaly was registered over the central area of the Balkans (up to 
−40 mm), and −20 mm in Serbia (Fig. 6a). In contrast with 2011, conditions in 
2014 did not favor the development of fires: excessive precipitation was registered 
over the Balkans (more than 40 mm), as well as in Serbia itself (along the Sava 
and Danube river valleys; Fig. 6b). 
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a)     b)  

c)     d)  
Fig. 5. Composite anomaly of 1000 hPa air temperature (°C) for: a) 2007, b) 2011, c) 2012, and 
d) 2015 compared to the period 1991–2020. 

 

a)      b)  
Fig. 6. Composite anomaly of precipitation (mm) for: a) 2011 and b) 2014 compared to the 
period 1991–2020. 
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According to Gra anin (1950), the adjusted AILang for monthly values of 
precipitation and air temperature indicates that in each of the meteorological 
stations, the highest values are during the cold period of the year (Fig. 7). The 
lowest values of the monthly rain factor are in summer, that is, the growing 
season, when plants are in most need of precipitation. It should be noted that 
August and September were arid in the NP Djerdap area (Veliko Gradište). Based 
on the multiannual mean for NP Kopaonik, each month was defined as humid, 
and April, May, October, and November as perhumid. 

The monthly values of the De Martonne (IDM) aridity index (Fig. 8) indicate 
that the driest month was August. Values of IDM for NP Tara and NP Djerdap for 
July, August, and September indicate a Mediterranean type of climate. A humid 
type of climate was determined for NP Kopaonik during all months. 

 
 

 
Fig. 7. Monthly values of the AILang index during the period 2005–2021. 

 
 

 
Fig. 8. Monthly values of the IDM index during the period 2005–2021. 
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3.2. Dynamics of fire occurrence  

The dynamics of the occurrence of fires in open spaces in the NPs between 
2005−2021 can be seen in Fig. 9. The largest number of fires occurred in NP Tara 
(272 fires, that is, 58.2% of the total number). The lowest number of fires occurred 
in NP Kopaonik (three fires, that is, 0.6% of the total number of fires). The highest 
number of fires was recorded in 2007 (85 fires), and the lowest in 2018 and 2020 
(four fires). Air temperatures were extremely high and precipitation was unevenly 
distributed during 2007, which affected the drying of fuel material in the forest 
and on forest land, creating suitable conditions for the occurrence and 
development of fires. The heat waves in Serbia that lasted 6–12 days in 2007 were 
extreme climatic events. 
 
 
 

 
Fig. 9. Number of forest fires per year during the period 2005–2021. 

 
 
 
 
 
 

Characteristic fires (in terms of intensity and duration) occurred between 
September 13 and September 16, 2011 in NP Djerdap and between August 23 and 
September 5, 2012 in NP Tara. Luki  et al. (2017) recorded a significant 
correlation between meteorological parameters and forest fires on Tara Mountain. 
In case study of NP Djerdap in 2011, Živanovi  and Toši  (2020) stated that the 
occurrence of fires was strongly influenced by climatic conditions. 
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The highest degree of vulnerability to fire was in September (27.5% of the 
total annual number of fires) and August (18.1%; Fig. 10). There was a significant 
frequency of fires occurring in March and April, though the air temperature was 
not high. No fires occurred in any of the NPs in January. The longest fire periods 
were in NP Djerdap (February−December) and NP Tara (March−November), and 
the shortest in NP Kopaonik (April−August). The frequency of fires at the 
beginning and the end of these seasons suggest that the fire season may last longer 
in the future. 

 
 

 
Fig. 10. Number of forest fires in national parks according to months of origin during the 
period 2005–2021.  

 
 
 
 
 
The high number of fires in September 2011, 2012, 2015, and 2018 may be 

explained by the very warm conditions that prevailed. Fig. 11a shows that the 
temperature anomaly in September 2011 was around 3 °C higher in the Balkans 
and Serbia, while in 2012, the maximum temperature was in northeast Serbia 
(where the anomaly was 2.5 °C) (Fig. 11b). September 2015 and 2018 were less 
warm than in 2011 and 2012. In September 2015, the positive temperature anomaly 
was about 2 °C (Fig. 11c), while in 2018, it was about 1.0 °C (Fig. 11d). 
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a)    b)  

c)     d)  
Fig. 11. Composite anomaly of 1000 hPa air temperature (°C) for: a) 2011, b) 2012, 
 c) 2015, and d) 2018 compared to the period 1991–2020. 
 
 
 
 

3.3. Correlation between fire occurrence and climate indices 

A possible connection between the number of fires and climate indices during 
2005−2021 was investigated using linear correlations. Table 9 shows the linear 
correlations of the mean annual values of temperature, precipitation, AILang, IDM, 
and FAI with the occurrence of forest fires. 

The results are shown for NP Djerdap and Tara and not for NP Kopaonik, 
because only three fires were recorded in the latter (in 2012, 2019, and 2021). 
There was a positive relationship between the annual number of fires and FAI and 
a negative relationship for other predictors. The strongest correlation between the 
number of fires and FAI was found in NP Tara (0.5503), while for NP Djerdap, 
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the strongest correlation was between the number of fires and precipitation 
(Table 9). The R2 for NP Tara was 0.3029, which means that 30.29% of the 
variation in the number of forest fires was explained by FAI alone. 

 
 
 
 
Table 9. Results from linear regression models for the number of forest fires in national 
parks of Serbia with annual precipitation sum (Prec), mean annual temperature (Temp), 
forest aridity index (FAI), De Martonne aridity index (IDM), and Lang’s rain factor (AILang) 

Location Equation r   R2 Predictor 

NP Djerdap 

y = -2.818x + 727.8 -0.2438 0.0594 Prec 

y = -0.003x + 12.27 -0.0600 0.0036 Temp 

y = -0.241x + 59.83 -0.2355 0.0554 AILang 

y = -0.129x + 32.8 -0.2399 0.0576 IDM 

y = 0.050x + 7.013 0.1495 0.0224 FAI 

NP Tara 

y = -2.463x + 853.2 -0.2390 0.0571 Prec 

y = -0.015x + 12.13 -0.3081 0.0949 Temp 

y = -0.127x + 70.6 -0.1524 0.0232 AILang 

y = -0.088x + 38.59 -0.1952 0.0381 IDM 

y = 0.105x + 4.337 0.5503 0.3029 FAI 

 
 

 
 
 
 
Because low correlation was found between the annual number of fires and 

individual indices, MLR models were developed for the stations in NP Djerdap 
(Table 10) and NP Tara (Table 11). They were evaluated using three goodness-of-
fit estimates (r, R2, and MEF). First, in the case of NP Djerdap, both climate 
variables, temperature and precipitation, were kept as predictors, but the result did 
not improve (Table 10). The contribution of all climate indices was then examined, 
and again there was no change. However, the inclusion of AILang along with 
temperature and precipitation increased the correlation to −0.8171, as well as R2  to 
0.6677. In addition, an improvement was noted when the IDM was included in 
combination with precipitation and temperature (r = −0.9111, R2 = 0.8301). The 
highest coefficients of correlation and determination (r = −0.9128, R2 = 0.8333) 
were obtained using temperature, precipitation, IDM, and AILang as predictors 



116 

(Table 10). This indicates that about 83.3% of the forest fire variability in NP 
Djerdap could be explained by these four variables. For all three cases, values of 
MEF (model officiency coefficient) were about −4, also indicating the best 
estimates. 

 
 
 
Table 10. Results from multiple linear regression models for the number of forest fires in 
NP Djerdap with retained predictors: annual precipitation total (Prec), mean annual 
temperature (Temp), forest aridity index (FAI), De Martonne aridity index (IDM), and 
Lang’s rain factor (AILang) 

Location Predictor r   R2 MEF 

NP Djerdap 

Temp, Prec 0.0265 0.0070 -10.60 
IDM, AILang -0.0290 0.0080 -10.70 
IDM, FAI -0.1202 0.0145 -8.36 
AILang, FAI -0.1817 0.0330 -9.96 
IDM, AILang, FAI -0.2293 0.0526 -13.17 
Temp, AILang -0.0007 0 -10.17 
Temp, FAI 0.1900 0.0361 -6.81 
Prec, AILang -0.0270 0.0007 -10.73 
Prec, FAI -0.0265 0.0007 -6.90 
Temp, Prec, IDM -0.9111 0.8301 -4.45 
Temp, Prec, AILang -0.8171 0.6677 -4.27 
Temp, Prec, FAI -0.1547 0.0239 -14.79 
Temp, Prec, IDM, AILang -0.9128 0.8333 -4.72 
Temp, Prec, AILang, FAI -0.2198 0.0483 -7.05 
Temp, Prec, IDM, AILang, FAI -0.2782 0.0774 -5.68 

 
 
 
 

 
 
 
According to Table 11, a stronger relationship between the number of fires 

and the combination of FAI and IDM was observed for NP Tara (r = 0.4268, R2 = 
0.1822), that is, FAI and AILang (r = 0.4441, R2 = 0.1972), compared with NP 
Djerdap. A higher correlation (r = 0.4356) was obtained using FAI with 
temperature and precipitation as predictors, as well as with added the AILang and 
IDM (r = 0.5934; Table 11). As was the previous case with NP Djerdap, the highest 
correlation (r = 0.7452) and R2 (0.5553) were obtained using temperature, 
precipitation, IDM, and AILang as predictors (Table 11). 
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Table 11. Results from multiple linear regression models for the number of forest fires in 
NP Tara with retained predictors: annual precipitation total (Prec), mean annual 
temperature (Temp), Forest aridity index (FAI), De Martonne aridity index (IDM), and 
Lang’s rain factor (AILang) 

Location Predictor r   R2 MEF 

NP Tara 

Temp, Prec -0.1032 0.0107 -39.06 
IDM, AILang -0.0427 0.0018 -38.06 
IDM, FAI 0.4268 0.1822 -22.97 
AILang, FAI 0.4441 0.1972 -21.30 
IDM, AILang, FAI 0.4258 0.1813 -23.10 
Temp, AILang -0.0734 0.0054 -38.44 
Temp, FAI 0.4064 0.1651 -26.84 
Prec, AILang -0.0513 0.0026 -38.21 
Prec, FAI 0.4156 0.1728 -24.58 
Temp, Prec, IDM 0.2235 0.0499 -30.10 
Temp, Prec, AILang 0.5818 0.3385 -21.99 
Temp, Prec, FAI 0.4356 0.1897 -22.29 
Temp, Prec, IDM, AILang 0.7452 0.5553 -18.57 
Temp, Prec, AILang, FAI 0.5780 0.3341 -16.67 
Temp, Prec, IDM, AILang, FAI 0.5934 0.3521 -15.80 

 
 
 
 
Lower correlation and determination coefficient values were obtained for NP 

Tara, except when FAI was used as a predictor. Lower values were also obtained 
for MEF (Table 11), which means that a better model was obtained for NP 
Djerdap. 

The results of the study suggest a connection between fires in nature and 
weather conditions. This accords with the findings of Flannigan and Harrington 
(1988), Viegas and Viegas (1994), Westerling et al. (2006), Won et al. (2010), 
amongst others.  

4. Conclusions 

The present study has revealed that the NPs were at different levels of 
vulnerability from wildfires during the period in question. The findings indicate 
that the highest degree of threat occurred during the months of August and 
September.  

Data on the number of fires for the period 2005−2021 indicated that the 
highest number of fires was recorded in NP Tara and the lowest number in NP 
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Kopaonik. The number of registered fires was higher in the NPs at a lower 
altitude. Climate variables, as well as climate indices calculated using air 
temperature and precipitation, correlated with the dynamics of fire occurrence. 
The correlation with FAI was positive and it was negative for precipitation, 
temperature, AILang, and IDM. A linear correlation of 0.5503 was obtained between 
the number of fires and FAI for NP Tara and −0.2438 between the number of fires 
and precipitation for NP Djerdap. The best MLR model was obtained using 
temperature, precipitation, IDM, and AILang as predictors for both NP Djerdap 
(where the coefficient of correlation was −0.9128) and NP Tara (where it was 
−0.7452).  

Obtained results by this study can be applied for adequate forest fire risk 
management and monitoring in the Republic of Serbia. Future investigation 
should strive to derive forest fire susceptibility maps which can be used by 
decision makers for better preparedness, coordination, and intervention in the 
national parks area vulnerable to wildfires. 
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Abstract— Increasing thermal risk in cities is endangering the health and well-being of 
urban population and is driven by climate change and intensive urbanization. Therefore, if 
we plan to enlarge the capacities of cities to be more climate resilient in the 21st century, 
more detailed monitoring of urban climate on local and micro scales is needed. For this 
research we performed two microclimate measurement campaigns in urban area of 
Belgrade, during hot summer days in 2021. In total, five measurement sites were chosen in 
different urban designs and different local climate zones (LCZs). For thermal monitoring 
(air temperature – Ta and globe temperature – Tg) the Kestrel heat stress tracker sensor 
with 1-min measurement resolution was used, but we used 10-min average values. 
Obtained results showed distinct thermal differences (up to 7 °C on average) between 
densely built-up areas and green areas. Differences between built-up LCZs are lower with 
values from 2 to 4 °C. Important part of this research was microclimate monitoring on sites 
within the same LCZ (intra-LCZ variability). Results showed that shadows and short- and 
longwave radiation play a paramount role in thermal variability. Direct and reflected 
radiations on one measurement site increased Ta up to 6 °C and Tg up to 12 °C when 
compared to other measurement site (in a similar urban design), which was in the shadow. 
 
Key-words: urban climate, temperature values, local climate zone; microclimate condition, 
urban design; city  
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1. Introduction 

Numerous studies argued that different thermal conditions are driven by various 
urban designs, both on local scale (Lehnert et al., 2021a) and microscale (Middel 
and Krayenhoff, 2019). Urban areas, characterized with predominant impervious 
surfaces and surface roughness, have higher thermal signal, lower evaporation, 
and a general disbalance in radiation and convection efficiency. Thus, 
urbanization directly affects temperature (air and surface), air humidity, wind 
speed, solar radiation, and other meteorological parameters, creating a city-
specific urban climate. Furthermore, based on the modified pervious natural 
surfaces and the artificialization processes, thermoradiative and energetic 
processes are altered in cities (Manoli et al., 2019). Based on the mentioned 
geometric/surface and thermal/radiative properties in cities, Stewart and Oke 
(2012) created a climate-based local climate zone (LCZ) classification system for 
urban and non-urban areas in order to standardize the research framework for 
thermal observations and assessments. Using LCZ concept, the heat load 
assessment could be performed at local scale that corresponds to areas (from 
hundreds of square meters to several kilometers on a horizontal scale) with 
uniform surface cover, urbanization structure, building materials, traffic, and 
human activities (Stewart and Oke, 2012). However, thermal differences can be 
uncovered on microscale, i.e., on sites that are located in the same LCZ, not only 
in different LCZs (Shi et al., 2016; Skarbit et al., 2017; Quanz et al., 2018; Shi et 
al., 2018; Miloševi  et al., 2022a). 

Climate projection outcomes displaying more frequent and severe heat 
waves (HWs) in Europe as a consequence of climate change (Fischer and Schär, 
2010; Jacob et al., 2018; Geleti  et al., 2020), and that will continue to occur 
during the 21st century (Leconte et al., 2020; IPCC, 2021). According to previous 
publications, HWs in summer periods are generally connected with negative 
effects on public health in cities based on intensive outdoor thermal loads (Tong 
et al., 2021; Tuholske et al., 2021), but some results show potential positive 
influence of HWs in winter time in European regions that characterized with 
highly urbanized and populated areas/cities (Macintyre et al., 2021). A 
combination of intense HWs and single hot days in summer and urbanization 
process in cities will modify urban thermal conditions more than the climate in 
rural/non-urbanized environments (Oke et al., 2017). As a consequence, these 
urban-rural and intra-urban thermal differences will be intensified during intense 
HW periods and single hot days in summer. 

The global climate change impacts force the cities to be more climate-
resilient and climate-adaptable, and this task is of paramount importance (Jänicke 
et al., 2021). Therefore, in situ and mobile measurements of climate conditions 
on the local and micro scales help to understand the climate processes and apply 
resilient/adaptable measures in cites. Previous research papers already highlighted 
the importance of urban networks and mobile measurements, e.g., Konstantinov 
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et al. (2018), Dian et al. (2019), Še erov et al. (2019), Lehnert et al. (2021b), 
Skarbit et al. (2017), Alonso and Renard (2020) and Miloševi  et al. (2022a; 
2022b). 

Belgrade's urban heat island (UHI) and outdoor thermal comfort (OTC) 
indices have been identified so far in relation to the surrounding cities 
(Milovanovi , 2015; Milovanovi  et al., 2020), or based on offical meterological 
station datasets (Pecelj et al., 2021; Luki  et al., 2021). However, this study 
presents the first micrometeorological measurement campaigns that were 
performed in Belgrade (capital of Serbia), during hot summer days in 2021, in 
diverse urban environments. This kind of climate monitoring can be valuable for 
future climate-sensitive urban design and planning strategies. Based on that, the 
main goals of this research are as follows: a) monitoring of micrometeorological 
conditions in diverse urban environments, such as densely built-up areas, 
industrial areas, urban or forest parks, during hot summer days; b) detailed spatial 
and temporal analysis of thermal conditions (air temperature – Ta and globe 
temperature – Tg, which is a measure of the heat stress in district sunlight) 
obtained from the field measurements; and c) discussion of obtained thermal 
condition results in Belgrade in order to contribute to better climate change 
adaptation. 

2. Research area, materials and methods 

2.1. Description of research area 

Belgrade is a capital city of the Republic of Serbia located in Southeast Europe 
(Fig. 1). City coordinates are 44°49`N and 20°27`E, with an average absolute 
elevation of about 117 m. The urban area of 3 222 km2 has a population of about 
1.6 million people. The downtown and its nearest surrounding are characterized 
by densely built-up urban design. Towards the suburban areas, there are more 
detached multi-storey buildings and one-storey houses with higher ratio of green 
areas. There are forest parks on the southern and northeastern parts of the urban 
area (Fig. 1). Obviously, a strongly modified climate and significant thermal 
differences between Belgrade urban area and its natural surroundings can be 
expected. 

Belgrade has a Cfa climate (Milovanovi  et al., 2017) according to the 
Köppen-Geiger climate classification system (Kottek et al., 2006). During the 
1991–2020 period, the mean annual temperature was 13.2 °C, the mean annual 
maximum temperature was 18.2 °C, the mean annual minimum temperature was 
9.1 °C, and the mean annual precipitation is 698.9 mm (Republic 
Hydrometeorological Service, 2022). 
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Fig. 1. Locations of micrometeorological measurement campaigns in summer 2021, and 
position of Belgrade in Serbia. Source of maps: https://a3.geosrbija.rs/ (urban map of Belgrade) 
and https://www.worldometers.info/img/maps/serbia_physical_map.gif (Serbia/Europe). 

 

 

2.2. Measurement locations and datasets 

Micrometeorological monitoring has been performed through organization of two 
measurement campaigns in the urban area of Belgrade. Measurement campaigns 
were performed on June 18 and August 23, 2021 on five locations with different 
urban environments (Fig. 2). Both measurement campaigns were realized on hot 
summer days, i.e., during intensive HW periods. The HW period is defined as period 
with minimum three consecutive days with maximum temperature 5 °C or more 
comparing to average for this part of the year. In our case, in Belgrade, the average 
Ta is 22.0 °C in June and 24.0 °C in August (Republic Hydrometeorological Service, 
2022), so days with maximum temperature of 29 °C or higher can be considered 
as adequate. Selected hot summer days, for our research, were characterized with 
maximum daily air temperature higher than 30 °C, no precipitation, low cloud 
cover, low wind speed, and intense solar radiation. Measurement campaigns were 
conducted at five sites with different urban designs: 1) Obili ev Venac (OV) is 
characterized by an open square with combination of pavement and green area 
with trees, and surrounded by densely built-up area that is equivalent to LCZ 2 
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according to Stewart and Oke (2012) classification system of local climate zones 
(LCZs). This location is a popular pedestrian and relaxation area in the city; 2) 

ure Jakši a street (DJ) is an urban canyon street with multi-storey buildings on 
both sides and without green areas. The street is 100% covered by artificial 
surfaces and oriented northeast-southwest. This location is part of LCZ 2 and is a 
very intensive pedestrian corridor; 3) Institute for Biological Research „Siniša 
Stankovi ” (PM) is characterized by the combination of parking lots and green 
areas (on microlevel) and surrounded by light industrial buildings and residential 
areas. This measurement location is a synergy between LCZ 8 and LCZ 3; 4) 
Studentski park (SP) is characterized by an urban park with scattered trees (LCZ 
B). This park is about 200 m long and with width of about 100 m (based on Google 
Earth data). The central part of the park is an open square, while other parts of the 
park are a combination of green areas with trees and pedestrian footpaths. This 
park is surrounded by densely built-up areas that represent LCZ 2; and  
5) Košutnjak (KO) presents a forest park in the suburban area with dense trees 
(LCZ A), and this location is characterized by 100% of pervious surfaces and 
green areas. Locations SP and KO are popular relaxation areas. Locations of 
measurement sites are presented in Fig. 1 and Fig. 2, and more 
microenvironmental characteristics of each site are shown in Table 1. 
 
 
 
 
 
 

Table 1. Basic descriptions of the microenvironment around the five measurement locations 

Date of 
measurement 

Name of 
location 

Abbreviation 
of location 

Latitude (N) 
longitude (E) 

Altitude 
(m) 

Urban area 
feature LCZ 

June 18 
/August 23, 

2021 
Obili ev Venac OV 44°48'59"; 

20°27'18" 113 
downtown; 

densely 
built 

2 

August 23, 2021 ure Jakši a 
street DJ 44°49'02"; 

20°27'23" 116 
downtown; 

densely 
built 

2 

June 18, 2021 

Institute for 
Biological 

Research „Siniša 
Stankovi ”  

PM 44°49'03"; 
20°29'12" 94 industrial; 

residential 83 

August 23, 2021 Studentski park SP 44°49'09"; 
20°27'29" 111 downtown; 

urban park B 

June 18, 2021 Košutnjak KO 44°46'10"; 
20°25'43" 220 outskirt; 

forest park A 

LCZ – local climate zone classification (based on Stewart and Oke, 2012) 



126 

 
Fig. 2. Locations of micrometeorological measurements (performed on June 18 and August 
23, 2021) in Belgrade (Serbia): (1) Obili ev Venac – OV; (2) ure Jakši a street – DJ; (3) 
Institute for Biological Research „Siniša Stankovi ” – PM; (4) Studentski park – SP; and 
(5) Košutnjak - KO. 
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Measurement campaign on June 18 was performed from 12:00 to 18:00 in 
Central European Summer Time – CEST at three locations (OV, PM, and KO). 
On August 23, the measurements were conducted from 12:00 to 21:00 (CEST) at 
OV, DJ, and SP. The goal was to monitor thermal differences in various urban 
designs during the hottest parts of the day and during the sunset period, when the 
highest thermal differences are expected in different urbanization types. 

Three Kestrel 5400 Heat Stress Tracker sensors (Fig. 2, Table 2) were 
used to obtain one-minute measurements of Ta – air temperature measured at 
1.1 m from the surface (in °C) and Tg – globe temperature measured at 1.1 m 
from the surface (in °C), during both measurement campaigns. The Tg is 
referred as the globe temperature or black globe temperature and resembles 
the thermal values of surroundings, and that means that Tg simulates the 
thermal conditions felt by the human body (available at: 
https://www.designingbuildings.co.uk/wiki/Globe_temperature). For further 
statistical analysis, we used 10-minute average values of the measured variables. 
Usage of 10-minute average values of meteorological variables showed to be 
sufficiently frequent for this kind of urban thermal analysis (Unger et al., 2018; 
Miloševi  et al., 2022a; 2022b). The Kestrel Heat Stress Tracker sensors were 
deployed at least 15 minutes before the start of the measurement in order to allow 
the sensors to equilibrate to the atmospheric conditions. Furthermore, the 
equipment is calibrated in accordance with the manufacturer’s specifications 
(available at: https://kestrelinstruments.com/mwdownloads/download/link/id/14/). 

 
 
 

Table 2. Accuracy, resolution, and range of Kestrel 5400 Heat Stress Tracker sensors used 
for outdoor thermal condition measurements in Belgrade (Serbia) 

Sensors Accuracy (+/-) Resolution Range 

Air temperature (Ta) 0.5 °C 0.1 °C -29.0 to 70.0 °C 
Relative humidity 

(RH) ±2%RH 0.1%RH 10 to 90% 25 °C 
non-condensing 

Wind speed (v) larger of 3% of reading, least 
significant digit or 0.1 m/s 0.1 m/s 0.6 to 40.0 m/s 

Globe temperature 
(Tg) 1.4 °C 0.1 °C -29.0 to 60.0 °C 

Note: available at: https://kestrelinstruments.com/mwdownloads/download/link/id/14/ 
 
 

2.3. Statistical methods 

The description of the measured data is given using central tendency and 
dispersion (mean value, standard deviation, absolute maximum, and absolute 
minimum values of Ta and Tg – Table 3). Daily fluctuations of measured variables 
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in the period from 12:00 to 18:00 CEST and 12:00 to 21:00 CEST is shown 
graphically (Fig. 3 and Fig. 4). We defined our research question as: Is there any 
significant difference between Ta/Tg values measured at different locations in 
Belgrade during the hot summer days? To test the null hypothesis H0 – there is 
no statistically significant difference between the Ta values measured at the 
mentioned locations; and H0 – there is no statistically significant difference 
between the Tg values measured at the mentioned locations; the one-way analysis 
of variance was used. Finally, following the results of the Levene test of 
homogeneity of variances, Hochberg and Games-Howell post-hoc tests were used 
to compare the values of the measured variables between possible pairs of 
locations. Those tests are considered appropriate if some of the assumptions for 
the application of one-way analysis of variance are not appropriate (Tamhane, 
1979; Stoline, 1981; Shingala and Rajyaguru, 2015). To conduct the mentioned 
analysis, we used SPSS v. 14. 
 
 
 
 

Table 3. Main statistical characteristics of air temperature (Ta) and globe temperature (Tg) 
in diverse urban environments of Belgrade (Serbia) during the measurement campaigns 

Date of 
measurement Locations 

Ta (°C) Tg (°C) 
max. min. aver. st. dev. max. min. aver. st. dev. 

June 18, 2021 
OV 34.7 26.8 30.8 1.9 48.5 35.4 42.5 3.3 
PM 36.1 29.6 32.6 1.7 50.3 34.1 42.6 3.8 
KO 29.4 25.8 27.8 0.9 37.6 26.9 29.5 1.3 

August 23, 2021 
OV 36.5 23.5 31.0 3.7 47.5 23.2 35.7 8.6 
DJ 40.6 25.4 32.1 3.8 49.1 25.6 34.1 6.9 
SP 33.4 23.6 30.3 3.1 39.1 23.7 31.6 4.0 

max. – maximum; min. – minimum; aver. – average; st. dev. – standard deviation. 
 
 
 

3. Results 

3.1. Temperature measurements 

During the two days measurement campaigns, the highest Ta values were 
recorded in the most densely built-up areas (OV, PM, DJ) and the lowest values 
were measured in green areas (KO and SP) (Table 3). The highest average Ta and 
Tmax values were measured in the compact mid-rise zone – LCZ 2 (OV, DJ) and 
large low-rise zone with small area and houses – LCZ 83 (PM). Tmax ranged from 
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34.7 °C (OV on June 18) to 40.6 °C (DJ on August 23). In the dense trees zone – 
LCZ A (KO – forest park) and scattered trees zone – LCZ B (SP – urban park), 
Tmax values are about 7 °C lower compared to the densely built-up zones (LCZ 
2/LCZ 83). Similar tendencies are visible in the averaged Ta values, but with a 
smaller temperature difference (about 2 °C to 5 °C) between various LCZ types. 
Contrary to average Ta and Tmax, Tmin values are quite similar at all 
measurement locations, except the location PM. The Tmin is about 2 °C higher in 
PM in both measurement days, which can be explain with very intensive traffic 
in the morning in the industrial surroundings. The values of the standard deviation 
show 50% lower value at the location of KO (forest park) in relation to OV and 
PM (in June 18) and about 20% lower value at the location of SP (urban park) in 
relation to OV and DJ (in August 23) (Table 3). 

Fig. 3 shows 10-minute Ta differences between measurement locations and 
provide detailed insights into the temporal variability of Ta in different urban 
designs in Belgrade. During the whole period of measurement (from 12:00 to 
18:00, on June 18 CEST), Ta differences are positive when comparing densely 
built-up areas (OV and PM) with green area (KO). The highest intra-urban 
differences were recorded at 16:30 (8.7 °C) between PM and KO, and at 18:00 
(7.1 °C) between OV and KO. Generally, the differences between OV/PM and 
KO constantly increased from 16:30 towards 18:00, but quite high differences can 
be also noticed before 15:30. The intra-urban comparison between LCZ 2 (OV) 
and LCZ 83 (PM) show lower Ta values on OV location during most of the time, 
with a few exceptions (Fig. 3a). 

Temporal variability based on 10-minute Ta values during the measurement 
campaign on August 23 (from 12:00 to 21:00 CEST) present constantly higher 
values in the densely built-up area (LCZ 2) with locations OV and DJ, when 
compared to the urban park (SP). Only during the sunset and nighttime, the 
differences between OV and SP are negligible. The highest intra-urban 
differences are measured between DJ and SP, with differences higher than 7 °C 
(form 14:20 to 15:20), and OV-SP with the highest difference of 4.6 °C (at 12:30). 
The micro-location differences within the LCZ 2 zone (OV-DJ) show higher Ta 
values at OV location from 12:00 to 14:00, but during the rest of the measurement 
time, DJ location was warmer, particularly from 14:00 to 16:00 CEST (Fig. 3b). 
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Fig. 3. Temporal variation of Ta in Belgrade (Serbia) during the measuring campaigns: (a) on 
June 18 – measurement time 12:00-18:00 CEST; and (b) August 23 – measuring time 12:00-
21:00 CEST). The OV-PM – represents Ta differences between the diverse densely built-up 
types (LCZ 2/LCZ 83); OV-KO – represents Ta differences between the densely built-up type 
(LCZ 2) and forest park (LCZ A); and PM-KO – represents Ta differences between the densely 
built-up type (LCZ 83) and forest park (LCZ A). 

 

 

 
The highest values of Tg, during both measurement campaigns are recorded 

at densely built-up zones (OV, PM, DJ), and the lowest values are noticed in forest 
and urban parks (KO and SP). The differences between built-up zones (OV, PM, 
DJ) and green areas (KO, SP) are from about 10 °C to 13 °C – Tgmax, about 2 °C 
to 9 °C – Tgmin, and about 4 °C to 13 °C – average Tg. The highest differences 
are recorded between densely built-up zones (LCZ 2/LCZ 83) and forest park 
(LCZ A) during the measurement campaign on June 18. Contrarily to that, 
significantly smaller differences were observed between compact mid-rise built-
up zone (LCZ 2) and urban park (LCZ B) during the measurement campaign on 
August 23. The values of the standard deviation are three times lower in the forest 
park (KO), i.e., twice lower in the urban park (SP) compared to the urbanized 
parts of the city (Table 3). 

Temporal variations of Tg (Fig. 4), during the measurement campaign on 
June 18 (Fig. 4a) show positive differences between OV/PM and KO during the 
whole measurement time, with a substantially hotter period between 14:00 and 
15:30 CEST. During that time, Tg is higher from 12 °C to 17 °C in densely 
urbanized zones compared to the green area of forest park. Furthermore, Tg values 
are higher in large low-rise zone with small area of houses – LCZ 83 (PM) then in 
compact mid-rise zone – LCZ 2 (OV) during most of the measurement time 
(between 12:00 and 18:00). Only during a few short periods, Tg values are higher 
at OV location. 

Fig. 4b presents Tg intra-urban differences during the measurement 
campaign on August 23 (form 12:00 to 21:00 CEST). On all three micro-locations 
(OV, DJ, and SP), after 16:00 CEST, Tg differences are around 0 °C (2 °C or less). 
On the other hand, significant differences between the densely built-up zone (OV 
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and DJ) and urban park (SP) are recorded from 12:00 to 16:00, particularly in the 
period from 14:00 to 16:00. In these hours, locations in LCZ 2 are substantially 
hotter than the urban park with Tg differences up to 15 °C. Also, the interesting 
outcome is that DJ location has substantially higher Tg values compared to OV 
location in the period from 14:00 to 15:40. In the period between 12:00 and 14:00, 
OV location has noticeable higher Tg values compared to DJ location. In both 
cases, Tg differences are up to 12 °C. 

 
 
 

 
Fig. 4. Temporal variation of Tg in Belgrade (Serbia) during the measuring campaigns: (a) on 
June 18 – measurement time 12:00-18:00 CEST; and (b) on August 23 – measurement time 
12:00-21:00 CEST). OV-DJ – represents Tg differences within the same densely built-up type 
(LCZ 2); OV-SP – represents Tg differences between the densely built-up type (LCZ 2) and 
urban park (LCZ B); and DJ-SP – represents Tg differences between the densely built-up type 
(LCZ 2) and urban park (LCZ B). 

 
 

3.2. Statistical outcomes 

To examine whether there is a statistically significant difference between Ta and 
Tg on all three locations during the measurement campaign on June 18, a one-way 
analysis of variance was applied. It was shown that there are statistically 
significant differences (r = 0.05) in Ta (Table 4) and Tg (Table 5) between the 
measurement locations. 
 
 

Table 4. Results of the one-way analysis of Ta variance during the measurement campaign 
on June 18 (measurement time 12:00–18:00 CEST) 

  Sum of squares df Mean square F Sig. 

Between groups 432.486 2 216.243 88.210 0.000 
Within groups 264.757 108 2.451 

  

Total 697.243 110 
   

df – degree of freedom; F – F-value; Sig. - significance 
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Table 5. Results of the one-way analysis of Tg variance during the measurement campaign 
on June 18 (measurement time 12:00–18:00 CEST) 

  Sum of squares df Mean square F Sig. 

Between groups 4039.694 2 2019.847 209.242 0.000 
Within groups 1042.541 108 9.653     
Total 5082.234 110       

df – degree of freedom; F – F-value; Sig. - significance 

 
 
 
 

Hochberg and Games-Howell post-hoc tests were used to determine which 
pairs of measurement locations had a statistically significant differences in Ta and 
Tg, respectively. These tests were chosen because the Levene test showed that 
there was no homogeneity of variance in the analyzed variables (Table 6 and 
Table 7). 
 
 
 

Table 6. Results of the Levene test of homogeneity of variance for Ta measured during the 
measurement campaign on June 18 (measurement time 12:00–18:00 CEST) 

Levene statistic df1 df2 Sig. 

8.139 2 108 0.001 
df1 and df2 – degreases of freedom; Sig. - significance  

 
 

Table 7. Results of the Levene test of homogeneity of variance for Tg measured during the 
measurement campaign on June 18 (measurement time 12:00–18:00 CEST) 

Levene statistic df1 df2 Sig. 

6.772 2 108 0.002 
df1 and df2 – degreases of freedom; Sig. - significance  

 
 
 

Regarding Ta, both tests showed that there are statistically significant 
differences between each of the pairs of locations (KO-OV; KO-PM, OV-PM), 
i.e., that Ta in KO is significantly lower than that in PM, i.e., OV, and that Ta on 
OV is significantly lower than that in PM (Table 8). In terms of Tg, there is a 
statistically significant difference only between KO and OV, i.e., KO and PM, 
where Tg value in KO is lower by about 12.8 °C than at PM and OV. The 
difference in Tg between PM and OV is negligible (0.027 °C) and not statistically 
significant (Table 9). 
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Table 8. Results of post-hoc tests for Ta measured during the measurement campaign on 
June 18 (measurement time 12:00–18:00 CEST) 

Post-hoc test Location Location Mean difference 
(°C) Std. error Significance 

Hochberg 

KO PM -4.784 0.36402 0.000 

 OV -3.000 0.36402 0.000 

PM KO 4.784 0.36402 0.000 

 OV 1.784 0.36402 0.000 

Games-Howell 

KO PM -4.784 0.319217 0.000 

 OV -3.000 0.344469 0.000 

PM V 1.784 0.420683 0.000 

Significance values marked with grey areas are statistically significant. 
 
 
 

Table 9. Results of post-hoc tests for Tg measured during the measurement campaign on 
June 18th (measurement time 12:00–18:00 h CEST) 

Post-hoc test Location Location Mean difference 
(°C) Std. error Significance 

Hochberg 
 

KO PM -12.784 0.698 0.000 

 OV -12.811 0.629 0.000 

PM KO 12.784 0.698 0.000 

 OV -0.027 0.826 0.999 

Games-Howell 
 

KO PM -12.784 0.698 0.000 

 OV -12.811 0.629 0.000 

PM V -0.027 0.826 0.999 
Significance values marked with grey areas are statistically significant. 
 
 
 
 
 
Analysis of variance for the measurement campaign on August 23 showed 

that there is a statistically significant difference in Ta and Tg between the 
measurement locations, i.e., OV, SP, and DJ (Tables 10 and 11). Furthermore, 
Levene test showed that there is a homogeneity of variance in Ta, while it is absent 
for Tg (Tables 12 and 13). 
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Table 10. Results of one-way analysis of Ta variance during the measurement campaign 
on August 23 (measurement time 12:00–21:00 CEST) 

  Sum of squares df Mean square F Sig. 

Between groups 90.703 2 45.352 3.570 0.030 
Within groups 2058.109 162 12.704     
Total 2148.812 164       

df – degree of freedom; F – F-value; Sig. - significance 

 
 

Table 11. Results of one-way analysis of Tg variance during the measurement campaign 
on August 23 (measurement time 12:00–21:00 CEST) 

  Sum of squares df Mean square F Sig. 

Between groups 514.521 2 257.261 5.627 0.004 
Within groups 7406.473 162 45.719     
Total 7920.994 164       

df – degree of freedom; F – F-value; Sig. - significance 

 
 
 
 
 

Table 12. Results of the Levene test of homogeneity of variance for Ta measured during 
the measurement campaign on August 23 (measurement time 12:00–21:00 CEST) 

Levene Statistic df1 df2 Sig. 

0.523 2 162 0.594 
df1 and df2 – degreases of freedom; Sig. - significance 

 
 
 

Table 13. Results of the Levene test of homogeneity of variance for Tg measured during 
the measurement campaign on August 23 (measurement time 12:00–21:00 CEST) 

Levene Statistic df1 df2 Sig. 

17.014 2 162 0.000 
df1 and df2 – degreases of freedom; Sig. - significance 

 
 
 

A statistically significant difference in Ta (1.8 °C) exists only between DJ 
and SP (Table 14). According to the Hochberg post-hoc test, a statistically 
significant difference in Tg exists only between OV and SP. However, according 
to the Games-Howell post-hoc test, there is a statistically significant difference 
between OV and SP, but also between DJ and SP (Table 15). 
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Table 14. Results of post-hoc tests for Ta measured during the measurement campaign on 
August 23 (measurement time 12:00–21:00 CEST) 

Post-hoc 
test Location Location Mean difference 

(°C) Std. error Significance 

Hochberg 

V DJ -1.109 0.680 0.281 
 SP 0.691 0.680 0.671 

DJ OV 1.109 0.680 0.281 
 SP 1.800 0.680 0.026 

Games-
Howell 

V DJ -1.109 0.720 0.276 
 SP 0.691 0.650 0.539 

DJ V 1.109 0.720 0.276 
 SP 1.800 0.667 0.022 

Significance values marked with grey areas are statistically significant. 
 

 
Table 15. Results of post-hoc tests for Tg measured during the measurement campaign 
on August 23 (measurement time 12:00–21:00 CEST) 

Post-hoc 
test Location Location Mean difference 

(°C) Std. error Significance 

Hochberg 
 

V DJ 1.673 1.289 0.480 
 SP 4.291 1.289 0.003 

DJ OV -1.673 1.289 0.480 
 SP 2.618 1.289 0.126 

Games-
Howell 

 

V DJ 1.673 1.483 0.499 
 SP 4.291 1.280 0.004 

DJ V -1.673 1.483 0.499 
 SP 2.618 1.072 0.043 

Significance values marked with grey areas are statistically significant. 
 

 

 

4. Discussion and conclusions 

Micrometeorological measurement campaigns performed in Belgrade during hot 
summer days confirmed general statement that different urban designs have 
specific thermal patterns. The obtained results showed that densely built-up areas 
with multi-storey buildings (OV and DJ locations), densely built-up areas with 
light industrial buildings and residential areas (PM location), and green areas with 
trees (SP and KO locations) have different thermal conditions during the 
day/evening/sunset hours, and in the most cases, these differences are statistically 
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significant, as it was presented in results. Therefore, it can be concluded that the 
LCZ classification system created by Stewart and Oke (2012) based on different 
built-up and land cover types is appropriate method for thermal difference 
assessments in cities on the local scale. 

Results from this study showed that temperature differences between densely 
built-up areas and green areas are about 7 °C, while differences between various 
built-up zones (LCZ 2 – LCZ 83) are about 2–4 °C. Previous studies focused on 
Ta showed that the highest Ta values are usually found in more urbanized areas 
of the city. For example, in Lisbon (Portugal), the more compact urban areas had 
the highest temperature conditions (Oliveira et al., 2021), and in Banja Luka 
(Bosnia & Herzegovina), the downtown area with densely built-up design had 
highest thermal conditions in daytime and nighttime hours during the hot summer 
days (within HW period), when compared to urban park and riverside (Miloševi  
et al., 2022a). Research studies also analyzed urban shadows and green areas as 
elements that drive thermal conditions. Lelovics et al. (2016) recognized urban 
cool island with temperature lower by 1 °C (in Szeged, Hungary) or 2 °C (in Novi 
Sad, Serbia) in densely built-up zones during the summer days caused by 
shadowing conditions. Furthermore, urban parks that are close to/or within 
downtown areas could lower temperature conditions with up to 1 °C or more, that 
is noticed in Ghent (Belgium) (Top et al., 2020). Therefore, a few research studies 
related of green infrastructures and its cooling potential in cities are published 
already. Tan et al. (2016; 2017) highlighted the impact of trees in Sky View Factor 
values, and some authors (Morakinyo et al., 2020; Gál et al., 2021) pronounced 
different spatial characteristics of green areas and content of species as elements 
that driving to cooler thermal conditions in hot periods. Also, we can conclude 
that hot summer days that occur within the heat wave periods represent higher 
concern based on general accumulation of heat during the consecutive hot summer 
days and obtained intensive outdoor thermal load (surplus of the heat) in built-up 
areas, as well as in rural/non-urbanized areas. 

Our research also showed temperature differences between the locations in 
the same LCZ (OV and DJ locations), i.e., these outcomes emphasize that urban 
areas are characterized by specific thermal conditions on the microscale. OV and 
DJ locations are only 150 m away from each other, both are in the LCZ 2, but OV 
site is the open square with pavement and green area, while DJ is in a narrow 
street canyon with no green area (Fig. 2). During the measurement day, the OV 
site was sunny, while street canyon was in the shade from 12:00 to 14:00 CEST, 
which lead to higher Ta (about 4 °C) and Tg values (about 12 °C) on the OV site. 
Completely different thermal conditions at these two locations occur from 14:00 
to 15.30 CEST. During this time, DJ site is entirely sunny, and the OV location is 
mostly in shadows because of trees and high buildings on the south part of the 
square. In this one and a half hour, the maximum measured Ta difference (DJ-
OV) is 6 °C, and the maximum measured Tg difference is 12 °C. After 15.30  until 
the end of the measurement, both sites are in shadow, and differences are from 
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0 °C to 2–3 °C. These outcomes are in general in accordance with the results of 
Geleti  et al. (2021), where is pronounced that direct and reflected radiation 
intensified thermal conditions in urban surroundings. On the other hand, we have 
to be aware of technical issues in Kestrel Heat Stress Trackers i.e., when the black 
globe is under direct radiation, this could lead to overestimation of Tg values 
(Kántor and Unger, 2011; Middel et al., 2016). Intra-LCZ variability was 
analyzed by others, too, and Skarbit et al. (2017) found small differences (less 
than 1 °C) in Szeged (Hungary) between sites in LCZ 5, 6 and 9. Shi et al. (2018) 
confirmed thermal differences from LCZ 1 to LCZ 6 in Hong Kong, and the range 
is from 2 °C to 3 °C. Quanz et al. (2018) analyzed thermal conditions within LCZ 
2B and found that average daily differences are generally about 1 °C, but during 
clear, calm, and dry days, the daytime differences are rising about 3 °C. 

During the same campaign in August, the results show that there are no 
differences of more than 3 °C between the OV/DJ locations and the SP site (urban 
park) in the period after 15:00 CEST. All three sites are in the shade after 15:00 
CEST, but due to the green area in the urban park, lower values are expected. 
However, this is not the case, which may be due to several factors, such as the 
size of the park, which is approximately 100×200 m, characterized by scattered 
trees and urban environment around the park that is densely built-up (LCZ 2). 
Such a statement is in accordance with other studies that highlighted spatial 
characteristics of green areas as thermal conditions regulator (Morakinyo et al., 
2020; Gál et al., 2021). 

Finally, to prepare cities to be more resilient to climate change and heat risks, 
detailed thermal conditions monitoring on the microscale is needed, and therefore, 
further thermal assessments could be based on crowd-sourcing techniques using 
citizen weather stations (CWS), smart-phone records, web-based tools (Fenner et 
al., 2017, 2019; Venter et al., 2020), or purpose-designed mobile/portable 
instruments with specifically-numbered and high-accuracy sensors, particularly 
for radiation measurements (Middel and Krayenhoff, 2019; Schnell et al., 2021). 
These kind of monitoring can contribute to achieving the SDGs (Sustainable 
Development Goals) within the Agenda 2030 through: a) raise awareness of heat 
load stress and to improve the public health care for vulnerable groups (under age 
or poverty groups) of the population in cities (SDG 3); b) contribute to a better 
implementation of climate-conscious urbanization that can improve the 
microclimate conditions, increase quality of life of the population, and adapt cities 
to climate change (SDG 11); and c) contribute to further adaptation to climate 
change, especially in urban areas where the microclimate and local climate are 
additionally modified due to the impact of urbanization (SDG 13). Obviously, the 
interaction of the process of "climate change-urbanization-urban climate" and its 
direct impact on the tendencies of atmospheric changes in cities should be 
incorporated into the development of climate action policies, as it becomes a 
serious issue in the twenty-first century (Savi  et al., 2022). 



138 

The potential shortcoming of this research can be defined in the number of 
days when measurements were taken, considering that during the summer of 
2021, there were significantly more hot days. However, the two hot summer days 
that were analyzed in this study may well represent a realistic picture of the micro-
scale thermal conditions in Belgrade, and each one must take into account both 
technical and human capacities when planning field measurements. The further 
development of these investigations will develop both on temporal and spatial 
levels, and it will be particularly interesting to implement a campaign of 
measurements in different urban micro conditions during tropical nights and to 
monitor the differences in thermal conditions. 
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